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Abstract

Presented herein are the results of theoretical investigations addressing current issues in the doping of diamond. The work has been conducted using first-principles calculations based on density-functional theory under the local-density approximation. Particular emphasis is placed upon two currently problematic aspects of doping diamond: the lack of a suitable shallow donor impurity for \( n \)-type doping of the bulk, and the need for a stable adsorbate material for \( p \)-type doping of the diamond surface (transfer doping). Since the latter clearly requires an understanding of the properties of the various diamond surfaces, the effects of atomic geometry and surface termination on the electronic structure of the technologically important diamond surfaces have also been investigated.

This study reproduces the experimentally well-known properties of nitrogen and phosphorus defects in diamond, and proceeds to predict that arsenic and antimony will be shallower donors than phosphorus, which is at present the most successful \( n \)-type dopant. However, the practicality of doping with these larger species may be hindered by the difficulty of incorporating their atoms into the diamond lattice, and by their high likelihood of becoming compensated by forming complexes with vacancies or hydrogen. Meanwhile, the controversial sulphur defect is found to be a deep donor, while the recent experimental observations of shallow-donor behaviour in deuterated, boron-doped diamond samples are not explained by any of the boron-hydrogen complexes modelled in this study. Finally, the N–Si\(_4\) shallow-donor candidate has been critically investigated.

The effects of hydrogen and oxygen termination on the diamond surface are investigated in detail, and both the structural and electronic properties are shown to agree well with experimental observations. An important distinction is made between bulk- and surface-related electronic properties, and the influence of surface states on band bending and electron emission is discussed.

Regarding \( p \)-type transfer doping of diamond, this study finds that buckminsterfullerene (\( C\)\(_{60}\)) can effect an electron transfer from hydrogen-terminated diamond, when present in the form of one or more closely packed monolayers on the surface. This work also reports the prediction that the greater electron affinities of fluorinated fullerenes (such as \( C\)\(_{60}\)F\(_{36}\)) will enhance the effect, to such an extent that individual molecules may extract electrons from a diamond substrate — a finding that has been borne out in recent experiments.
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Chapter 1

Introduction

1.1 Carbon as diamond

Carbon is arguably the most remarkable and important of the chemical elements. Due to the relatively small size of the C atom and its ability to make strong single, double, and triple chemical bonds with other small atoms and with other atoms of carbon, it forms a great variety of compounds. Indeed, nearly ten million carbon compounds are known, constituting the great majority of chemical compounds. Carbon is key to all of organic chemistry; it is the basis of all life on Earth, and, in a belief known as carbon chauvinism, is necessarily the basis of all life in the Universe.

1.1.1 Fundamental properties

As the sixth element in the Periodic Table, carbon’s neutral atom adopts a ground-state electronic configuration of $1s^22s^22p^2$. That is, the isolated atom has two core electrons occupying an s orbital, and four valence electrons: two in an s orbital and two in p orbitals.

When a C atom is threefold coordinated (as in ethene, benzene, graphite, etc.), its valence orbitals hybridise to form three equivalent sp$^2$ orbitals lying in a plane, plus one p orbital with an axis normal to the plane, with one electron in each orbital. Three σ covalent bonds then form with the neighbouring atoms, while the p orbital mixes with any neighbouring p orbitals to form a π bond or part of a delocalised π system.
When a C atom is fourfold coordinated (as in methane, ethane, diamond, *etc.*), four equivalent sp\(^3\) hybrid orbitals are formed, with one electron occupying each. These then make four \(\sigma\) bonds with the surrounding atoms that are preferentially directed toward the four corners of a tetrahedron centred on the C atom.

Diamond is simply an extended network of tetrahedrally coordinated, sp\(^3\)-bonded carbon atoms. The incompressibility of the C–C bonds and the three-dimensional stability of the tetrahedral bonding arrangement are responsible for diamond’s renowned material hardness. Indeed, natural diamond is used as the maximum for the calibration of the Mohs (scratch-) hardness scale, on which it is assigned a value of 10. Although long considered the hardest material known to Man, diamond’s position is at present contended by at least ultrahard fullerite (three-dimensionally polymerised C\(_{60}\)) [1, 2] and beta carbon nitride (\(\beta\)-C\(_3\)N\(_4\)) [3–8].

The small size of C atoms allows them to get close to each other before experiencing net repulsive forces, and so relaxed C–C bonds are considered to be relatively short. The correspondingly large overlap of the orbitals on adjacent C atoms in a C–C bond causes a large energy separation between the occupied bonding orbitals and the unoccupied antibonding orbitals. This effect ultimately gives rise to a very large forbidden energy gap between the valence- and conduction-band states in the electronic structure of bulk diamond. As a result, the material is often considered to be a very large-bandgap semiconductor, if not an insulator. The minimal bandgap is indirect, with a value of \(\sim 5.47\) eV at 300 K [9], which can be compared to corresponding values of 1.12 and 0.66 eV respectively for the more conventional group-IV semiconductors silicon and germanium.

Diamond is also noted for having the highest room-temperature thermal conductivity of any conventional solid. Significant thermal conductivity is unusual amongst semiconductor materials, because at normal temperatures there are very few electrons in conduction band states, free to transfer energy through the crystal. Diamond’s large bandgap only serves to exaggerate this lack of room-temperature conduction electrons. However, it is instead the rigid covalent bonds that are responsible for diamond’s unusually high thermal conductivity, as they can transfer atomic vibrations through the crystal with great efficiency. Natural diamond’s thermal conductivity, measured at 300 K to be between ~ 900–2300 W m\(^{-1}\) K\(^{-1}\) (Table 1.1), is in fact about two to six times that of metallic copper (~ 400 W m\(^{-1}\) K\(^{-1}\) [10]).
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The strength of the covalent bonds also renders diamond a material that is considered quite chemically inert, and highly tolerant to irradiation.

Diamond’s room-temperature indirect bandgap of 5.47 eV corresponds to pure (defect-free) material absorbing electromagnetic radiation with wavelengths of \( \sim 227 \text{ nm} \) or lower. That is, photons with ultraviolet (UV) or higher energies will create electron-hole pairs. Near-ultraviolet (UV-C) light will be emitted during radiative recombination, when electrons drop from the conduction-band minimum into holes at the top of the valence band. However, the indirect nature of diamond’s bandgap means that this recombination must involve a phonon, and the process is inefficient.

Diamond is therefore transparent over a range from the near-ultraviolet, through the visible, to the far-infrared, and even to wavelengths beyond 100 \( \mu \text{m} \). This property makes diamond suitable for use in optical applications such as infrared laser windows.

1.1.2 Crystal structure

The crystal structure that diamond adopts is named after it. The diamond structure is equivalent to a face-centred cubic (FCC) lattice, with a basis (or motif) of two atoms at each lattice point: one at \((0,0,0)\) and the other at \(\left(\frac{1}{4}, \frac{1}{4}, \frac{1}{4}\right)\), where the coordinates are fractions along the cube sides. This is equivalent to two interpenetrating FCC lattices, offset from one another along a body diagonal by one-quarter of its length.

Diamond can also adopt a \((2H)\) hexagonal crystal structure in which case it is called lonsdaleite. However, this polymorph, discovered in 1967 [11, 12], is extremely rare in Nature. It is found primarily in meteorites, and is believed to form as a result of shock-induced conversion of graphite during impact. Such an impact is also speculated to have formed a new, super-hard crystalline polymorph of carbon [13].

The conventional, cubic unit cell of normal diamond (Fig. 1.1) has a side length \(a_0\) measured to be \(\sim 3.57 \text{ Å} (0.357 \text{ nm})\) at room temperature [14]. From this measurement, it is straightforward to derive some further quantities.

The C–C centre-to-centre bond length \(d\) is equal to one-quarter of the cubic body diagonal, that is \(d = \sqrt{3}a_0/4 \approx 1.54 \text{ Å}\). The conventional cell contains the equivalent of eight
whole C atoms, and the atomic number density is therefore $8/a_0^3 \approx 1.76 \times 10^{23} \text{ cm}^{-3}$. Thus, the concentration of a defect, stated per cm$^3$, can be converted into parts per million (ppm) by dividing by $1.76 \times 10^{17}$.

Multiplying the atomic density by the average atomic mass of the C atom results in a theoretical mass density for diamond $\approx 3516 \text{ kg m}^{-1}$. The experimentally measured density of diamond is $3515.25 \text{ kg m}^{-1}$, which is slightly lower than the theoretical value due to the presence in real diamond samples of impurity atoms and crystal imperfections such as voids.

Each C atom can be thought of as a sphere with a radius of one-eighth of the cubic body diagonal, and the packing fraction of the diamond structure is therefore $8 \times (4/3)\pi(\sqrt[3]{a_0}/8)^3/a_0^3$, which simplifies to $\sqrt{3}\pi/16 \approx 0.34$. This is just less than half of the maximum possible packing fraction of $\approx 0.74$ — that of (cubic or hexagonal) close-packed structures. It is interesting to note that while the mass density of diamond is not particularly high — due to this low packing fraction and the low mass of the C atom — its atomic number density is the highest of all terrestrial materials.

1.1.3 Impurities

The dominant impurity atoms in diamond are those of nitrogen and boron (carbon’s neighbours on the Periodic Table), and those of the ubiquitous hydrogen. As atoms of hydrogen are very small, they are easily incorporated as interstitials in the bulk diamond. The incorporation of nitrogen and boron atoms as substitutional defects in the diamond lattice is also relatively easy, since their atoms are similar in size to carbon: the covalent radius of nitrogen is 75 pm, that of boron is 82 pm, while that of carbon is 77 pm.
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Understandably, nitrogen—with a valence of five electrons—is an electron donor impurity in diamond, while boron—with its valence of three—is an electron acceptor. Nitrogen is considered to be a deep donor in diamond, as its activation energy is high, at $\sim 1.7 \text{ eV}$; furthermore, this is an appreciable fraction (31%) of the host material’s bandgap. However, the boron acceptor is considered quite shallow, since its activation energy is only 0.37 eV. Nevertheless, in the vast majority of diamond samples, the concentration of nitrogen donors far exceeds that of these easily activated boron acceptors, and the latter are therefore fully compensated by the former, leading to highly resistive (and ultimately $n$-type) material.

1.1.4 Classification of diamond

While gemstone diamonds are typically classified according to ‘the Four C’s’—cut, clarity, colour, and carat (weight)—all samples of diamond can be classified according to their content and type of nitrogen impurities. Type I’ diamonds contain significant nitrogen impurities and represent the great majority of all natural diamonds, while those of ‘Type II’ contain so little nitrogen that it is not readily detectable by ultraviolet or infrared absorption measurements. The types are further sub-divided as follows:

- **Type I**: Significant concentrations of nitrogen impurities.
  - **Type Ia**: Nitrogen is present as aggregates of substitutional atoms and can account for up to 0.3% of the material (3000 ppm).
    - **Type IaA**: Nitrogen atoms exist mostly in nearest-neighbour substitutional pairs (the ‘A’ aggregate) and the material does not tend to show any fluorescence.
    - **Type IaB**: Nitrogen is present in groups of four substitutional atoms that surround a vacancy (the ‘B’ aggregate) and samples can exhibit moderate to strong blue fluorescence.
  - **Type IaAB**: In addition to A and B centres, groups of three nitrogen substitutionals around a vacancy (‘N3’ centres) are present. The B centres lead to possible blue fluorescence, while high concentrations of N3 centres can give rise to strong absorption of visible blue light, which leads to yellow colouration of the diamond.
○ **Type Ib**: Nitrogen exists as isolated substitutional impurities. Absorption of light increases toward the blue end of the spectrum, which results in a deep yellow colour for the material. Type Ib diamonds show nitrogen concentrations up to around 500 ppm, although the yellow colouration is supposedly noticeable at a nitrogen concentration of ~50 ppm.

- **Type II**: Very low or undetectable amounts of nitrogen.

  - **Type IIa**: These are those that do not show significant electrical conductivity, and are usually colourless. These have no clear nitrogen-related features in the infrared (IR) absorption spectrum in the range 400–1332 cm$^{-1}$ (the single-phonon region).

  - **Type IIb**: Substitutional boron acceptors are uncompensated due to the lack of nitrogen donors, and the material therefore displays a significant $p$-type semiconductivity. The boron impurities also cause absorption of light toward the red end of the visible spectrum, and therefore lend a slight blue colour to the diamond.

### 1.1.5 Synthesis of diamond

#### High-pressure, high-temperature synthesis

The high-pressure, high-temperature (HPHT) synthesis of diamond is a technique, developed in the 1950s, that attempts to mimic the conditions under which natural diamonds are formed deep (~200 km) underground on Earth [15]. In the synthesis, an amount of graphite (or glassy carbon [16]) is placed into a large, ceramic, hydraulic press, and is simultaneously heated to a few thousand degrees K (often around 2000 K) and put under pressures of a few (typically 5–6) GPa. With the assistance of a metal catalyst, the graphite is converted over a time period of several hours into single-crystal diamonds, although this conversion can be affected by the presence of impurities [17].

HPHT crystals are typically a few millimetres in size, although the size of the diamonds is in fact only limited by the ability to sustain the same pressure and temperature conditions. As the timescale of their formation is so much less than the millions (or indeed billions) of years that natural diamonds are formed over, most HPHT diamonds are far
too flawed for use as gemstones, but are nevertheless useful for many industrial applications, such as for use on saw blades for cutting asphalt and marble, and to coat the drill bits used in oil and gas drilling.

**Chemical vapour deposition**

Thin films of (usually polycrystalline) diamond can be grown on suitable substrates by the method of chemical vapour deposition (CVD) at near-atmospheric pressures, and temperatures of less than 1000 °C. The method is based on the decomposition of carbon compounds such as CH$_4$, diluted in H$_2$ gas, so that C atoms diffuse down onto a substrate and under the right conditions accumulate to form a film of diamond. The decomposition can be achieved by thermal means (e.g. by using a hot filament), by plasma activation (e.g. by using microwave, DC, or RF electrical discharges), or by using a combustion flame (e.g. an oxyacetylene torch). The activation of the gas also produces atomic hydrogen, which is key to the subsequent gas-phase and surface chemical reactions required to sustain diamond film growth, and which can greatly affect the film morphology and quality [18].

Most diamond films created by the CVD technique can be classified as being of type Ib, due to the fact that atoms of nitrogen (present in the gas mixture) end up in the diamond bulk, and have insufficient time in which to aggregate to form A, B, or N3 centres. The CVD process allows for thin films of diamond to be deposited onto a number of surfaces of different types, shapes, and textures [19–21]. As a result, wear-resistant diamond coatings can be applied to tools in many industrial situations.

Although most diamonds produced by HPHT synthesis and CVD are polycrystalline, at present there are at least two companies that claim to be able to synthesise high-quality, single-crystal diamonds for sale on the general market: Gemesis, using HPHT synthesis; and Apollo Diamond, who use CVD to produce type IIa diamonds [22]. However, in all cases examined as of 2004, the synthetic diamonds could be identified as being distinct from natural gem diamonds due to their particular fluorescence properties, strain patterns, and characteristic features in IR absorption and photoluminescence spectra [22].
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1.2 Applications of diamond

Diamond’s material properties are summarised in Tables 1.1 and 1.2.

The large number of extreme properties that diamond exhibits makes it a material with great potential for use in many industrial and commercial applications. Some of these include using diamond for: stone and wood sawing, wear-resistant coatings, polishing other materials, glass grinding, metal cutting, wire drawing, oil and gas drilling, optical and microwave windows, heat spreaders, lining hip joints, surgical blades, radiation detectors, and even for improving the driving performance of golf clubs.

1.2.1 Diamond as a semiconductor material

Diamond represents a material showing great promise for use in semiconductor devices that would be capable of operating in conditions under which traditional semiconductor materials, such as silicon, would fail. In particular, diamond-based devices could provide high power and would function at high frequencies, at high temperatures, and under severe exposure to radiation [34, 35]. These desirable properties are due in part to diamond’s high carrier mobility, high thermal conductivity, high breakdown field, low dielectric constant, and wide bandgap.

Basic semiconductor devices

The most basic of the semiconductor devices is the $pn$ junction, from which diodes are made. The creation of such a device requires the fabrication of low-resistivity $n$- and $p$-type material by doping diamond with donor and acceptor impurities respectively. As mentioned earlier, the boron acceptor occurs naturally in diamond, and is uncompensated in type-IIb material. In addition, boron has been both grown into and implanted into synthetic diamond. Recall that boron is considered a shallow acceptor, with an activation energy of 0.38 eV.

However, there has been much difficulty in finding a similarly shallow donor for diamond to allow the production of $n$-type material. The most successful practical dopant
Table 1.1: Mechanical and thermal properties of diamond. Where available, references are given in square brackets. Some of the unmarked data is taken from references [23] and [24].

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crystal structure</td>
<td>Diamond (cubic)</td>
</tr>
<tr>
<td>Space group</td>
<td>Fd(\bar{3})m</td>
</tr>
<tr>
<td>Pearson Symbol</td>
<td>cF8</td>
</tr>
<tr>
<td>Strukturbericht Designation</td>
<td>A4</td>
</tr>
<tr>
<td>Lattice constant (300 K)</td>
<td>3.56683 Å (6.74033 a.u.) [9, 14]</td>
</tr>
<tr>
<td>Bond length (300 K)</td>
<td>1.54448 Å (2.91865 a.u.)</td>
</tr>
<tr>
<td>Bond angle (the tetrahedral angle)</td>
<td>(2 \tan^{-1}(\sqrt{2}) = 109.4712...°)</td>
</tr>
<tr>
<td>Packing density (fraction)</td>
<td>(\sqrt{3\pi/16} = 0.34008738...)</td>
</tr>
<tr>
<td>Relative hardness</td>
<td>10 Mohs [exact]</td>
</tr>
<tr>
<td>Knoop hardness</td>
<td>8000</td>
</tr>
<tr>
<td>Knoop microhardness</td>
<td>79 GPa</td>
</tr>
<tr>
<td>(100) face</td>
<td>56–102 GPa</td>
</tr>
<tr>
<td>(110), (111) faces</td>
<td>58–88 GPa</td>
</tr>
<tr>
<td>Vickers microhardness</td>
<td></td>
</tr>
<tr>
<td>(100) face</td>
<td>88–147 GPa</td>
</tr>
<tr>
<td>(111) face</td>
<td>98 GPa</td>
</tr>
<tr>
<td>Abrasive hardness</td>
<td>140, 000</td>
</tr>
<tr>
<td>Modulus of elasticity</td>
<td>700–1200 GPa</td>
</tr>
<tr>
<td>Young’s modulus ([111] direction)</td>
<td>1223 GPa [25]</td>
</tr>
<tr>
<td>Volume compressibility</td>
<td>(18 \times 10^{-10} \text{ m}^2 \text{ N}^{-1})</td>
</tr>
<tr>
<td>Compressive yield strength</td>
<td>8680–16530 MPa</td>
</tr>
<tr>
<td>Poisson’s ratio</td>
<td>0.1–0.29</td>
</tr>
<tr>
<td>Atomic weight of carbon</td>
<td>12.0107(8) u (a.m.u.)</td>
</tr>
<tr>
<td>Mass of (^{12}\text{C}) atom</td>
<td>12 u (a.m.u.) [exact]</td>
</tr>
<tr>
<td>Density (300 K)</td>
<td>3515.25 kg m(^{-3}) [14]</td>
</tr>
<tr>
<td>Atomic concentration (300 K)</td>
<td>(1.763 \times 10^{23} \text{ cm}^{-3})</td>
</tr>
<tr>
<td>Bulk modulus</td>
<td>442.3 GPa [26]</td>
</tr>
<tr>
<td>Linear expansion coefficient (300 K)</td>
<td>(1.05 \times 10^{-6} \text{ K}^{-1})</td>
</tr>
<tr>
<td>Melting point</td>
<td>3773 K</td>
</tr>
<tr>
<td>Heat capacity (20 °C)</td>
<td>1.18 µm m°C(^{-1})</td>
</tr>
<tr>
<td>Coefficient of linear thermal expansion (20 °C)</td>
<td>0.4715 J g(^{-1}) °C(^{-1})</td>
</tr>
<tr>
<td>Thermal conductivity</td>
<td>2000 W m(^{-1}) K(^{-1}) [9]</td>
</tr>
<tr>
<td>(Type-I, 300 K)</td>
<td>895.0 W m(^{-1}) K(^{-1}) [10]</td>
</tr>
<tr>
<td>(Type-IIa, 300 K)</td>
<td>2300.0 W m(^{-1}) K(^{-1}) [10]</td>
</tr>
<tr>
<td>(Type-IIb, 300 K)</td>
<td>1350.0 W m(^{-1}) K(^{-1}) [10]</td>
</tr>
<tr>
<td>Heat of formation</td>
<td>714.4 kJ mol(^{-1})</td>
</tr>
<tr>
<td>Debye temperature</td>
<td>2067 °C</td>
</tr>
<tr>
<td>Raman frequency (first order)</td>
<td>(\sim 1332 \text{ cm}^{-1}) [27, 28]</td>
</tr>
</tbody>
</table>
Table 1.2: Optical and electronic properties of diamond. References are given where available.

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Refractive index</td>
<td></td>
</tr>
<tr>
<td>(546.1 nm)</td>
<td>2.424</td>
</tr>
<tr>
<td>(589 nm)</td>
<td>2.419</td>
</tr>
<tr>
<td>(591 nm)</td>
<td>2.41 [28]</td>
</tr>
<tr>
<td>(visible light range)</td>
<td>~ 2.40–2.46 [29]</td>
</tr>
<tr>
<td>Dielectric constant</td>
<td></td>
</tr>
<tr>
<td>(300 K, 1–10 kHz)</td>
<td>5.70</td>
</tr>
<tr>
<td>(25 °C, 1 MHz)</td>
<td>5.5–5.7</td>
</tr>
<tr>
<td>Dielectric strength</td>
<td>1000 kV mm⁻¹</td>
</tr>
<tr>
<td>Dissipation factor</td>
<td>0.0002</td>
</tr>
<tr>
<td>Electronic bandgap (indirect)</td>
<td></td>
</tr>
<tr>
<td>(0 K)</td>
<td>5.48 eV [9]</td>
</tr>
<tr>
<td>(300 K)</td>
<td>5.50 eV [14]</td>
</tr>
<tr>
<td></td>
<td>5.47 eV [9]</td>
</tr>
<tr>
<td>Direct bandgap</td>
<td>7.3 eV [30–33]</td>
</tr>
<tr>
<td>Electron mobility (300 K)</td>
<td>1800 cm² V⁻¹ s⁻¹ [9]</td>
</tr>
<tr>
<td>Hole mobility (300 K)</td>
<td>1200 cm² V⁻¹ s⁻¹ [9]</td>
</tr>
<tr>
<td>Relative permittivity</td>
<td>5.570 [14]</td>
</tr>
</tbody>
</table>

to date is substitutional phosphorus, and in fact an ultraviolet-light-emitting \( pn \) junction has been successfully fabricated by using B-doped \( p \)-type diamond with P-doped \( n \)-type diamond [36], paving the way for other P-doped–diamond devices [37–39]. However, the activation energy of 0.6 eV for the P donor is still too high for an appreciable fraction of the extra electrons to occupy conduction-band states at room temperature.

Recently, complexes of boron with hydrogen or deuterium appear to have lead to \( n \)-type conductivity in diamond [40, 41], although the mechanism behind this phenomenon is not understood theoretically [42]. Meanwhile, the status of sulphur as a donor or double-donor in diamond is controversial [43–53].

**Electron emitters**

Diamond is also renowned for its electron emission properties, due to the negative electron affinity (NEA) of its hydrogen-terminated surface [54–56]. The conduction-band states in such diamond are higher in energy than the potential of vacuum, and so electrons in the conduction band can be emitted from the surface into vacuum with a net loss in energy.
This property makes diamond very attractive for use in cold cathodes, or field-effect transistors.

**Surface-conductive devices**

Hydrogen termination of the diamond surface also has the effect of lowering the ionisation potential with respect to that of the clean or oxygenated surfaces. That is, less energy is required to extract electrons from the top of the valence band and take them out into vacuum.

As will be detailed in Chp. 6, this favours the *transfer-doping* effect, wherein a molecule of some foreign chemical species lying on the diamond surface extracts an electron from the bulk diamond and transfers it into one of its unoccupied states [57–59]. This leaves behind a hole in the diamond valence band that is confined to the near-surface region by the attractive potential of the now-negatively charged adsorbate. Repeated extractions lead to an accumulation of holes in a near-surface layer, and a *p*-type surface conductivity is established.

The high *p*-type surface conductivity discovered on various diamond samples [60] is thought to be due to some constituent of the surface wetting layer (formed by exposure to air) extracting electrons via the transfer-doping mechanism [57, 59, 61]. Clearly, finding a suitable *solid-state* adsorbate to *engineer* stable transfer doping of diamond would be preferred over relying on the volatile aqueous layer.

An important problem is that loss of the hydrogen termination or oxidation of the diamond surface destroys both the NEA, and the low ionisation potential that favours the transfer-doping effect [55, 56, 62]. As this would ruin devices based on either property, a good understanding of the interaction between hydrogen and oxygen on the diamond surface is vital.
1.3 Aims of this investigation

The study presented herein is ultimately concerned with improving diamond’s suitability as a semiconductor material by working on some of the aforementioned problems in the engineering of its electronic properties. There are three principal aims of this project:

- Continue the search for a suitable shallow donor for diamond, evaluate the present suggestions, and investigate the recent claims of shallow donor behaviour.

- Investigate the effect of, and interaction between, hydrogen and oxygen on the diamond surface with regard to structural stabilities, and electronic properties such as the electron affinity and ionisation potential.

- Determine a suitably stable adsorbate material for achieving effective transfer doping of diamond, to permit the engineering of high $p$-type surface conductivity.
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Theoretical Method

“Today’s scientists have substituted mathematics for experiments, and they wander off through equation after equation, and eventually build a structure which has no relation to reality.”

— Nikola Tesla

2.1 The many-body problem

Determining the energy and structure of a specific configuration of atoms involves solving the Schrödinger equation for both the atomic nuclei and the electrons. In the absence of external fields, the Schrödinger equation can be written as

\[ \hat{H}\Psi_i = E_i \Psi_i, \quad (2.1) \]

where \( \hat{H} \) is the many-body Hamiltonian, and \( \Psi_i \) is the many-body wavefunction describing the \( i^{th} \) state, which has an energy of \( E_i \). The Hamiltonian contains the usual kinetic and potential energy terms:

\[ \hat{H} = \hat{T}_n + \hat{T}_e + \hat{V}_{e-e} + \hat{V}_{e-n} + \hat{V}_{n-n}, \quad (2.2) \]

in which the subscripts \( n \) and \( e \) label terms concerned with nuclei and electrons respectively. The system of atomic units (a.u.) will be used, in which \( \hbar, e, m_e, \) and \( 4\pi\varepsilon_0 \) are taken to be unity. Then, 1 a.u. of length is 0.529 Å, and 1 a.u. of energy is 27.211 eV. The
Hamiltonian for a system of $N_e$ electrons in a field due to $N_n$ atomic nuclei can then be written as:

$$\hat{H} = -\sum_{\alpha}^{N_n} \frac{1}{2M_\alpha} \nabla_\alpha^2 - \frac{1}{2} \sum_{\mu}^{N_e} \nabla_\mu^2 + \frac{1}{2} \sum_{\mu \neq \nu}^{N_e} \left\{ \frac{1}{|\mathbf{r}_\mu - \mathbf{r}_\nu|} \right\} - \sum_{\mu,\alpha}^{N_e,N_n} \frac{Z_\alpha}{|\mathbf{r}_\mu - \mathbf{R}_\alpha|} + \frac{1}{2} \sum_{\alpha \neq \beta}^{N_n} \frac{Z_\alpha Z_\beta}{|\mathbf{R}_\alpha - \mathbf{R}_\beta|},$$

where $M_\alpha$, $Z_\alpha$, and $\mathbf{R}_\alpha$ are respectively the mass, charge, and position of the $\alpha$th atomic nucleus, and $\mathbf{r}_\mu$ is the position of the $\mu$th electron.

The total wavefunction $\psi_i$ from Eqn. 2.1 is in general a function of the nuclear coordinates, $\mathbf{R}_\alpha$, and the electron position and spin coordinates, $\mathbf{r}_\mu$ and $s_\mu$ respectively. That is,

$$\psi_i = \Psi_i(\mathbf{r}_1, s_1, \ldots, \mathbf{r}_{N_e}, s_{N_e}; \mathbf{R}_1, \ldots, \mathbf{R}_{N_n}).$$

For all but the simplest of problems, there is no analytical solution to this problem. In addition, it should be appreciated that the total wavefunction is a function of $3N_n + 4 \sum_\alpha Z_\alpha$ scalar variables, and as such even moderately sized problems are intractable, even with the use of the most powerful supercomputers available at the time of writing. Therefore, a series of approximations must be used in order to reach a compromise between computational expense and accurate output.

### 2.2 Born-Oppenheimer approximation

As the mass of the electron is $\sim 2000$ times less than that of a nucleon, the electrons are expected to respond almost instantaneously to motion of the atomic nuclei and achieve the electronic ground state, or rather the electronic wavefunction is modulated adiabatically by nuclear motion. Born and Oppenheimer argued that the motion of the electrons and the nuclei can therefore be decoupled [63], and that the substitution

$$\psi(\mathbf{r}; \mathbf{R}) = \chi(\mathbf{R}) \psi_R(\mathbf{r})$$

can be made for the total wavefunction in Eqn. 2.1. Here, $\chi$ and $\psi$ are separate wavefunctions for the nuclei and electrons respectively, with $\mathbf{R}$ and $\mathbf{r}$ encompassing all of the respective degrees of freedom for the nuclei and electrons.
Equations for the separate nuclear and electronic problems can then be constructed:

\[
\left[ \hat{T}_n + \hat{V}_{n-n} \right] \chi(R) = E_n \chi(R) \tag{2.6}
\]
\[
\left[ \hat{T}_e + \hat{V}_{e-e} + \hat{V}_{e-n} \right] \psi_R(r) = E_e \psi_R(r), \tag{2.7}
\]

where \( \hat{T} \) and \( \hat{V} \) respectively include all relevant kinetic and potential terms from Eqn. 2.3. The energy eigenvalues \( E_n \) and \( E_e \) can be used in conjunction with Eqn. 2.5 to revise the Schrödinger equation for the complete system:

\[
\hat{H}_\chi(R) \psi_R(r) = (E_n + E_e) \chi(R) \psi_R(r) - \sum_{\alpha} \frac{1}{2M_\alpha} \left[ \chi(R) \nabla_{R}^2 \psi_R(r) + 2 \nabla_{R} \psi_R(r) \nabla_{R} \chi(R) \right]. \tag{2.8}
\]

If the second term is considered to be negligibly small due to the large value of \( M_\alpha \), a Schrödinger equation is obtained in which the total energy \( E \) is the sum of the independent electronic and nuclear eigenvalues \( E_e \) and \( E_n \), and the Born-Oppenheimer ansatz \( \chi(R) \psi_R(r) \) is the eigenstate:

\[
\hat{H}_\chi(R) \psi_R(r) = (E_n + E_e) \chi(R) \psi_R(r) \tag{2.9}
\]

The electron and nuclear motions are then fully decoupled. If the positions of the atomic nuclei are fixed, a stationary state can be obtained for the system following a determination of \( \psi \).

Before continuing, it should be noted that of course the Born-Oppenheimer approximation breaks down when the second term in Eqn. 2.8 is not negligible. This occurs in systems in which electron-nuclear coupling is strong, and \( \nabla_{R} \psi_R(r) \) is therefore very large due to significant overlap of the electronic and nuclear wavefunctions. In such cases a treatment of electron-phonon coupling is required.

When the electrons and nuclei are considered decoupled and the nuclear positions fixed, the purely electronic problem can be considered:

\[
\hat{H} \psi(r) = \left[ \hat{T}_e + \hat{V}_{e-e} + \hat{V}_{e-n} \right] \psi(r)
\]
\[
= \left[ -\frac{1}{2} \sum_{\mu} N_{\alpha} \nabla_{\mu}^2 + \frac{1}{2} \sum_{\mu \neq \nu} \frac{1}{|r_\mu - r_\nu|} - \sum_{\mu, \alpha} \frac{Z_\alpha}{|r_\mu - R_\alpha|} \right] \psi(r)
\]
\[
= E_e \psi(r). \tag{2.10}
\]


2.3 Variational principle

Instead of choosing to integrate the Schrödinger equation of Eqn. 2.10 over a discrete grid, one could instead make use of the variational principle. In this method, a subspace \( \{ \phi_1, \ldots, \phi_M \} \) of the associated Hilbert space is chosen to span an approximation \( \Psi_{\text{app}} \) of the total ground-state wavefunction \( \Psi_0 \) in the form of

\[
\Psi_0 \approx \Psi_{\text{app}} = \sum_{i}^{M} c_i \phi_i. \tag{2.11}
\]

An approximation for the total energy \( E \) can then be given by the expectation value of \( E \), which can be written as a functional of the approximated wavefunction \( \Psi_{\text{app}} \). That is,

\[
E_{\text{app}} = E[\Psi_{\text{app}}] = \frac{\langle \Psi_{\text{app}} | \hat{H} | \Psi_{\text{app}} \rangle}{\langle \Psi_{\text{app}} | \Psi_{\text{app}} \rangle} = \frac{\sum_{i,j}^{M} c_i^* c_j \langle \phi_i | \hat{H} | \phi_j \rangle}{\sum_{i,j}^{M} c_i^* c_j \langle \phi_i | \phi_j \rangle} = \frac{\sum_{i,j}^{M} c_i^* c_j H_{ij}}{\sum_{i,j}^{M} c_i^* c_j S_{ij}}, \tag{2.12}
\]

where \( H_{ij} \) and \( S_{ij} \) are the so-called Hamiltonian and overlap matrix elements respectively. The derivative of \( E_{\text{app}} \) with respect to \( c_i \) must vanish in order to lead to stationary states, and so

\[
\sum_{j=1}^{M} (H_{ij} - E_{\text{app}} S_{ij}) c_j = 0 \quad \text{for} \quad i = 1, \ldots, M, \tag{2.13}
\]

which can be generalised to a matrix eigenvalue equation with the form

\[
H \cdot c = E_{\text{app}} S \cdot c. \tag{2.14}
\]

According to the Rayleigh-Ritz variational principle [64], the lowest eigenvalue found from this equation will always be higher than or equal to the true ground-state energy \( E_0 \). The inclusion of more basis functions \( \phi_i \) into the set (i.e. increasing the value of \( M \)) will serve to enlarge the subspace, lowering the value of \( E_{\text{app}} \) asymptotically toward \( E_0 \).

**Theorem 1 (Variational principle)** The energy \( E_{\text{app}} \) calculated from an approximate wavefunction \( \Psi_{\text{app}} \) is an upper bound to the true ground-state energy \( E_0 \). Full minimisation of the functional \( E[\Psi] \) with respect to all of the allowed basis functions will give the true ground-state wavefunction \( \Psi_0 \) and corresponding energy \( E_0 = E[\Psi_0] \). That is,

\[
E_0 = \min_{\Psi} E[\Psi]. \tag{2.15}
\]
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The variational principle in this form is used in almost all calculations that attempt to determine the ground-state electronic structure of an assembly of atoms.

2.4 Hartree-Fock method

In the Hartree-Fock (HF) method [65–68], the variational principle is used in which the many-electron wavefunction $\Psi$ is taken to be the product of one-electron wavefunctions. The product must be antisymmetric in order to account for the fermionic nature of electrons. This is conveniently achieved by writing $\Psi$ as a Slater determinant (SD) [69]:

$$\Psi_{SD}(x_1, \ldots, x_{Ne}) = \frac{1}{\sqrt{N_e!}} \begin{vmatrix} \psi_1(x_1) & \cdots & \psi_{Ne}(x_1) \\ \vdots & \ddots & \vdots \\ \psi_1(x_{Ne}) & \cdots & \psi_{Ne}(x_{Ne}) \end{vmatrix}.$$  \hspace{1cm} (2.16)

Here, $x_i$ includes both the spatial and spin coordinates for the $i^{th}$ electron, and $\psi_j$ are one-electron spin-orbitals, taken to be orthonormal, which are products of spatial orbitals $\phi_j(r_i)$ and spin functions $\omega_j(s_i) = \alpha(s_i)$ or $\beta(s_i)$. The antisymmetric property of $\Psi_{SD}$ and its compliance with the Pauli exclusion principle is apparent, since exchanging any two electrons changes the sign of the determinant, while if two electrons were to share the same coordinates, $\Psi_{SD}$ would have a value of zero.

By using $\Psi_{SD}$ as a solution to the electronic eigenvalue equation (Eqn. 2.10), an expectation value for the total energy $E$ is obtained as

$$E_{HF} = \sum_{i} H_i + \frac{1}{2} \sum_{i,j=1}^{N_e} (J_{ij} - K_{ij}),$$  \hspace{1cm} (2.17)

where $H_i$ is a one-electron integral taking the form

$$H_i = \int \psi_i^*(x) \left[ -\frac{1}{2} \nabla_i^2 - \sum_{\alpha=1}^{N_e} \frac{Z_{\alpha}}{|r_i - R_{\alpha}|} \right] \psi_i(x) \, dx,$$  \hspace{1cm} (2.18)

while $J_{ij}$ and $K_{ij}$ are respectively the Hartree and exchange, two-electron integrals:

$$J_{ij} = \iint \psi_i(x) \psi_j^*(x') \frac{1}{|r - r'|} \psi_j(x') \psi_j^*(x') \, dx \, dx'$$  \hspace{1cm} (2.19)

and

$$K_{ij} = \iint \psi_i(x) \psi_j^*(x') \frac{1}{|r - r'|} \psi_i(x') \psi_j^*(x') \, dx \, dx'.$$  \hspace{1cm} (2.20)
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Clearly then, the total energy from Eqn. 2.17 contains terms describing: single-electron kinetic energies, electron-proton attraction, electron-electron repulsion, and an electron-exchange term that accounts for spin-correlation effects. Note that since $J_{ii} = K_{ii}$, the two-electron summation in Eqn. 2.17 can include the $i = j$ term. The total energy is then minimised — bearing the orthogonality condition $\langle \psi_i | \psi_j \rangle = \delta_{ij}$ in mind — to give the Hartree-Fock equations [70,71], which can be written compactly as

$$\hat{\mathcal{F}} \psi_i(x) = \sum_{j=1}^{N_e} e_{ij} \psi_j(x). \quad (2.21)$$

Here, $\hat{\mathcal{F}}$ is known as the Fock operator, and is defined as

$$\hat{\mathcal{F}} = \hat{H} + \hat{j} - \hat{k}, \quad (2.22)$$

where $\hat{H}$ comes from $\langle \psi_i | \hat{H} | \psi_i \rangle = H_i$ (of Eqn. 2.18), while $\hat{j}$ and $\hat{k}$ are defined for an arbitrary function $f(x)$ as

$$\hat{j}(x)f(x) = \sum_{k=1}^{N_e} \int \psi_i^*(x') \psi_k(x') \frac{1}{|r - r'|} f(x) \, dx' \quad (2.23)$$

and

$$\hat{k}(x)f(x) = \sum_{k=1}^{N_e} \int \psi_i^*(x') f(x') \frac{1}{|r - r'|} \psi_k(x) \, dx'. \quad (2.24)$$

The matrix $e$ is populated by Lagrange multipliers, found from the minimisation procedure — its diagonal elements are obtained by integrating the Fock operator, through

$$e_i \equiv e_{ii} = \langle \psi_i | \hat{\mathcal{F}} | \psi_i \rangle = H_i + \sum_{j=1}^{N_e} (J_{ij} - K_{ij}) \cdot \quad (2.25)$$

By comparing this with Eqn. 2.17, the total energy can be written as

$$H_{HF} = \sum_{i=1}^{N_e} e_i - \frac{1}{2} \sum_{i,j=1}^{N_e} (J_{ij} - K_{ij}). \quad (2.26)$$

The method described so far is known as the open-shell or unrestricted HF method. In systems containing an even number of electrons, the alternative closed-shell or restricted HF (RHF) method can be used. Here, the $N_e$ spin-orbitals with spin functions $\omega_j(s_i)$ are replaced by $N_e/2$ orbitals with the form $\phi_j(r_i)\alpha(s_i)$ and $N_e/2$ orbitals of the form $\phi_j(r_i)\beta(s_i)$. The total energy then becomes

$$E_{RHF} = 2 \sum_{i=1}^{N_e/2} H_i + \sum_{i,j=1}^{N_e/2} (2J_{ij} - K_{ij}), \quad (2.27)$$
in which the spin dependence in $H_i$, $I_{ij}$, and $K_{ij}$ can now be ignored, with integration being performed over $r$ instead of over $x$. The matrices involved in the RHF method are only one-quarter of the size of those in the unrestricted method, since the summations in Eqn. 2.28 only go up to $N_e/2$.

The spin-orbitals $\psi$ are typically expanded as linear combinations of atomic-type orbitals, such that they can be defined using

$$\psi_j(x) = \sum_i c_{ij} \phi_i(x).$$

The HF equations (Eqn. 2.21) can then be written using matrices to give a generalised eigenvalue equation called the Roothaan(-Hall) equation [66]:

$$F \cdot c_j = \varepsilon_j S \cdot c_j,$$

in which $S$ is the overlap matrix with $M \times M$ elements of the form $S_{ij} = \langle \phi_i|\phi_j \rangle$. This equation must be solved self-consistently until convergence of the total energy is considered satisfactory. The physical significance of the eigenvalues $\varepsilon_j$ in the Roothaan equation was realised by Koopmans [72]:

**Theorem 2 (Koopmans’ theorem)** Assuming that the eigenstates $c_j$ do not vary after removal of one electron from the system, the ionisation energy $I_m$ of the $m^{th}$ electron is given by $I_m = -\varepsilon_m$.

An important consequence of Koopmans’ theorem is the ability of the HF method to calculate the energy of excited states. However, the HF method has one major drawback in that electron correlation is not included; that is, the spin-orbitals do not show a functional dependence on $r_i - r_j$. This leads, for example, to a zero density of states at the Fermi energy for the homogeneous electron gas. This problem can be overcome by expressing $\Psi$ as a linear combination of Slater determinants in a technique known as the configuration interaction (CI) method. In principle, the CI method gives exact many-electron eigenstates and eigenvalues, however the computational effort required is extremely large and renders the method unsuitable at present for application to any system with more than a few tens of atoms.
2.5 Density-Functional Theory

The application of the all-electron HF method, even without CI included, is computationally prohibitive in systems containing many atoms, such as the extended systems used to model the bulk of solid materials. Most modern calculations of the electronic structure of solids instead make use of \textit{density-functional theory} (DFT) \cite{73,74}, since it is far less computationally demanding. Here, the total energy of the system $E$ is a functional of the \textit{electronic charge density} $n(r)$ (\textit{i.e.} $E \equiv E[n]$), rather than of the all-electron wavefunction as in the HF method.

In the HF method, all properties of the ground state of a system are determined by the number of electrons $N_e$ and an external potential $v_{\text{ext}}$. Hohenberg and Kohn sanctioned the use of the charge density as the basic variable \cite{73} instead of $N_e$ and $v_{\text{ext}}$:

\textbf{Theorem 3 (First Hohenberg-Kohn theorem)} \textit{The external potential is determined, to within a trivial additive constant, by the electron density $n(r)$.}

Hence, as both the number of electrons and the external potential are uniquely defined by the charge density, so too is the system’s ground-state wavefunction and therefore its total energy.

The \textit{second} Hohenberg-Kohn theorem \cite{73} states that for all charge densities $n$,

\begin{equation}
E[n] = F[n] + \int v_{\text{ext}}(r) n(r) \, dr \geq E[n_0],
\end{equation}

where $F$ is a universal (\textit{i.e.} system-independent) functional that accounts for electronic kinetic energy, electron correlation, and exchange correlation, while $n_0$ is the ground-state density.

\textbf{Theorem 4 (Second Hohenberg-Kohn theorem)} \textit{For a trial density $\tilde{n}(r)$, such that $\tilde{n}(r) > 0$ and $\int \tilde{n}(r) \, dr = N$,}

\begin{equation}
E[\tilde{n}] \geq E_0.
\end{equation}
This equation is similar to that of the Rayleigh-Ritz variational principle, hence in this case

\[ E_0 = \min_{\tilde{n}} E[\tilde{n}] . \] (2.34)

Now, although the adoption of the charge density as the basic variable has greatly simplified the calculational method, no approximations have been made in order to achieve this. However, the exchange-correlation contribution to the universal functional \( F \) remains — as in the HF method — a non-local quantity.

If a set of orthonormal spin-orbitals \( \psi_\lambda(r, s) \) are defined such that the charge density

\[ n(r) = \sum_{\lambda=1}^{N} |\psi_\lambda(r, s)|^2 , \] (2.35)

then the total energy for the many-electron system, as a functional of the charge density, is given \[75\] by

\[ E[n] = T_e[\psi_\lambda] + V_{ee}[n] + V_{en}[n] + E_{xc}[n] , \] (2.36)

where the component parts are: the electron kinetic energy

\[ T_e[\psi_\lambda] = -\frac{1}{2} \sum_{\lambda, s} \int \psi_\lambda^*(r, s) \nabla^2 \psi_\lambda(r, s) \, dr , \] (2.37)

the Hartree energy

\[ V_{ee}[n] = \frac{1}{2} \int \frac{n(r) n(r')}{|r - r'|} \, dr \, dr' , \] (2.38)

the external potential imposed on the electrons by the nuclei

\[ V_{en}[n] = -\int n(r) \sum \frac{Z_a}{|r - R_a|} \, dr , \] (2.39)

and the exchange-correlation functional \( E_{xc} \), the form of which is generally unknown but will be discussed later.

### 2.5.1 Kohn-Sham equations

By making use of the variational principle, and the fact that the spin-orbitals \( \psi_\lambda(r, s) \) are orthonormal, the quantity

\[ E - \sum_{\lambda, s} \epsilon_{\lambda, s} \left( \int |\psi_\lambda(r, s)|^2 \, dx - 1 \right) \] (2.40)
can be minimised with respect to $\psi^*_\lambda$ and $\varepsilon_{\lambda,a}$. This leads to a set of one-electron Schrödinger equations:

$$\left[ -\frac{1}{2} \nabla^2 + \int \frac{n(r')}{|r-r'|} dr' - \sum_a \frac{Z_a}{|r-R_a|} + \frac{\delta E_{xc}[n]}{\delta n(r)} \right] \psi_\lambda(r) = \varepsilon_{\lambda,a} \psi_\lambda(r), \quad (2.41)$$

in which the charge density is obtained by summing over all of the $N$ occupied spin-orbitals [74]. Thus,

$$n(r) = \sum_{\lambda=1}^{N} \sum_s |\psi_\lambda(r,s)|^2. \quad (2.42)$$

The charge density in this case be considered as being composed of spin-up ($\uparrow$) and spin-down ($\downarrow$) charge densities; that is, $n(r) = n_{\uparrow}(r) + n_{\downarrow}(r)$. Together, Eqns. 2.41 and 2.42 are known as the Kohn-Sham equations [74], and are solved in a self-consistent manner: First, a trial charge density is chosen and used to solve Eqn. 2.41. The results are used with Eqn. 2.42 to generate a new, improved charge density, which is then fed back into Eqn. 2.41. This process (the self-consistency cycle) is repeated until the difference between input and output charge densities becomes negligible. A plot of the corresponding input/output energy difference as a function of iteration number is shown for a typical system in Fig. 2.1.

2.5.2 The exchange-correlation functional

As stated earlier, the form of the non-local exchange-correlation functional $E_{xc}[n]$ is unknown in the general case. Several approaches have been taken to overcome this problem, the most common of which is the invocation of the local density approximation (LDA), or the local spin-density approximation (LSDA) in the case of systems with a net spin [74, 76, 77]. Here, it is assumed that the exchange-correlation energy is local, and can be considered as separate exchange and correlation parts. In the LSDA notation,

$$E_{xc}[n_{\uparrow}, n_{\downarrow}] = E_x[n_{\uparrow}, n_{\downarrow}] + E_c[n_{\uparrow}, n_{\downarrow}], \quad (2.43)$$

where the ‘up’ and ‘down’ spin-densities are respectively given by

$$n_{\uparrow}(r) = \sum_{\lambda=1}^{N} |\psi_\lambda(r, \uparrow)|^2 \quad \text{and} \quad n_{\downarrow}(r) = \sum_{\lambda=1}^{N} |\psi_\lambda(r, \downarrow)|^2. \quad (2.44)$$
Now, the exchange functional is known exactly for the case of the homogeneous electron gas [77], where it is given by

\[ E_x[n\uparrow, n\downarrow] = -\frac{3}{2} \left( \frac{3}{4\pi} \right)^{\frac{1}{3}} \left( n^{4/3}_\uparrow + n^{4/3}_\downarrow \right), \]

which is linear with respect to \( n \).

However, the correlation part is more complicated. Perturbation theory gives rise to an expression for \( E_c \) that is valid for high charge densities [76], while in the low-density regime, a Green-function quantum-Monte-Carlo method yields a different expression [78, 79]. Nevertheless, it is possible to fit a simple parameterised form to the numerical results of these two expressions, and several parameterisations have been given [76, 80, 81].

An alternative to the L(S)DA is the generalised gradient approximation (GGA) [82–84], which involves a first-order expansion of \( E_{xc} \) in the density that includes terms in \( \nabla n \), and hence carries additional computational expense. The GGA is suitable for accurate studies of molecules, while the L(S)DA is more appropriate for the larger-scale modelling of solids.

\[ \Delta E (\text{Ha}) \]

Figure 2.1: Plot of energy changes \( \Delta E \) during the several self-consistency cycles involved in a typical structural relaxation of a defect in diamond. Each energy is considered converged when \( \Delta E < 1 \times 10^{-5} \text{ Ha} \), although for the final total energy it is continued until \( \Delta E < 1 \times 10^{-7} \text{ Ha} \).

2.6 Pseudopotentials

The core electrons in an atom are highly localised and do not take part in chemical reactions, and it is therefore only the valence electrons that determine the atom’s chemical properties. The modelling of core electrons in a calculation is difficult to perform accurately, since in order to satisfy orthogonality, their wavefunctions must oscillate strongly near to the core, and the number of basis functions required to fit all states accurately becomes prohibitively large. In addition, full-electron calculations give large total energies, with correspondingly large errors introduced when comparing the energies of similar systems.
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For these reasons, it is desirable to remove the core electrons from electronic structure calculations. This can be done by considering that, due to the presence of the core electrons nearer to the nucleus, the valence electrons in an atom experience an effective, screened nuclear potential—a pseudo-potential. The core electrons are therefore removed, and their influence and that of the nucleus is replaced with a pseudopotential [68, 85–88], as follows.

The pseudopotential is constructed by removing the valence electrons from a neutral atom, leaving an ionic pseudopotential [87], such that

$$\hat{\psi}_{\text{ps}}(r) = \hat{\psi}(r) - \int \frac{n_{\text{ps}}(r')}{|r - r'|} \, dr' - \hat{V}_{\text{xc}}[n_{\text{ps}}(r)], \quad (2.46)$$

where the valence-states charge density

$$n_{\text{ps}}(r) = \sum_{\lambda} |\psi_{\lambda}^{\text{ps}}(r)|^2, \quad (2.47)$$

in which the sum is performed over the occupied valence eigenstates of the pseudopotential \(\hat{\psi}_{\text{ps}}\).

Several approximations/assumptions must be made when making use of pseudopotentials, namely that:

- The all-electron Coulomb operator can be decomposed into two separate parts: one that deals with the core states, and the other that takes care of the valence states. This permits the removal of matrix elements concerned with the core electrons.

- The core states are unaffected by changes in the local environment of the atom. This is called the frozen-core approximation.

- There is negligible overlap between the core and valence states, hence the approximation \(E_{\text{xc}}(n_{\text{core}} + n_{\text{valence}}) = E_{\text{xc}}(n_{\text{core}}) + E_{\text{xc}}(n_{\text{valence}})\) is valid. This is not always justified, and the non-linear core correction [89] is sometimes used to improve the situation.

A practical pseudopotential must also give rise to pseudo-wavefunctions that, outside of a certain ‘cut-off’ radius from the core, are identical to those derived from an all-electron calculation. This is known as norm conservation, and one example of a set of norm-conserving pseudopotentials is that of Bachelet, Hamann, and Schlüter (BHS) [90, 91].
The quality of a given pseudopotential can be assessed by investigating its *transferability*. That is, a transferable pseudopotential is one that will reproduce the properties of an atom’s valence electrons sufficiently well in a wide range of different local environments. For example, a high-quality pseudopotential for the carbon atom would give accurate results when used in diamond, graphite, or in fullerenes.

The calculations presented in this thesis have made use of the relativistic, separable, dual-space Gaussian pseudopotentials devised by Hartwigsen, Goedecker, and Hutter (HGH) [92].

### 2.7 The AIMpro implementation of DFT

The computer code used to perform the calculations presented within this thesis is known as the *Ab-initio Modelling Program*, or AIMpro for short. AIMpro makes use of a real-space, Gaussian-type basis set [93–95] and can perform both *cluster* and *supercell* calculations.

In the cluster method, a collection of atoms is modelled in infinite vacuum, and typical solid-state calculations use between ~ 100–200 atoms in order to represent a small region of bulk material. In most cases, the atoms on the surface of the cluster have their dangling bonds tied up by atoms of hydrogen. Defects can be modelled near the centre of the cluster, although care must be taken to understand the effects of interaction between the defect and the cluster’s bounding surface [93].

#### 2.7.1 Supercell AIMpro

The supercell method uses periodic boundary conditions in order to simulate infinite bulk material and therefore avoid surface effects. Nevertheless, supercells can be used to model surfaces by using the *slab* method, which will be discussed later. When a defect is modelled in a supercell representing infinite bulk material, its location in the cell is not important due to the periodicity. However, images of the defect will appear in every repeated supercell, and the defect’s interaction with its own repeated images becomes a cause for concern. Supercells must therefore be sensibly shaped and large enough to minimise defect-image coupling arising through Coulombic, dipolar, and quadrupolar
interactions. When modelling a shallow defect, its donor or acceptor wavefunction will be considerably delocalised — significantly spread out over a large region of the supercell. Defect-image interaction (overlap of the wavefunction with those originating in repeated cells) is especially important to consider in these cases.

### 2.7.2 Sampling of the Brillouin zone

In the supercell formalism, one has to perform Brillouin-zone (BZ) integration in order to calculate physical quantities (such as the total energy), and wavefunctions must therefore be expanded in reciprocal space. AIMpro achieves this by using Fourier transformation [96].

The integrand function \( f(k) \) used in BZ integration is periodic in reciprocal space, although in general it has no simple analytical form. Numerical integration could be performed over a suitably dense mesh, although this would be computationally expensive and inefficient. One alternative scheme, devised by Monkhorst and Pack (MP) [97, 98], is not computationally expensive, and its convergence as the sampling accuracy is increased can be easily verified.

Integrating \( f \) over a BZ with volume \( (2\pi)^3/\Omega \) yields an average value \( \bar{f} \), which is given by

\[
\bar{f} = \frac{\Omega}{(2\pi)^3} \int f(k) \, dk \\
\approx \frac{1}{N} \sum_{n=1}^{N} f(k_n),
\]

where the function \( f \) is evaluated over a \( I \times J \times K \) grid of points in reciprocal space, whose values are given by

\[
k(i, j, k) = \frac{2i - I - 1}{2I} \mathbf{g}_1 + \frac{2j - J - 1}{2J} \mathbf{g}_2 + \frac{2k - K - 1}{2K} \mathbf{g}_3,
\]

and \( I, J, \) and \( K \) are integers \( \geq 1 \). Schemes in which \( I = J = K \) are said to make use of MP-I\(^3\) grids.

In a supercell of high symmetry, some of the \( k \)-points may become equivalent, in which case the redundant \( k \)-points can be eliminated provided that the remaining \( k \)-points are
weighted with factors \( \omega_n \) equal to the number of equivalent \( k \)-points at each \( k \)-point \( n \). Then, the average \( \bar{f} \) from the integral of \( f \) over the BZ can be given by

\[
\bar{f} = \frac{\Omega}{(2\pi)^3} \int f(k) \, dk \\
\approx \frac{\sum_n \omega_n f(k_n)}{\sum_n \omega_n},
\]

where the sums are performed over the remaining, unique \( k \)-points only.

### 2.7.3 Basis functions

AIMpro uses a set of Bloch basis functions \( B_{k\alpha}(r) \) that are themselves built from a set of Cartesian Gaussian functions \( \phi_j \) centred at the atomic sites (with positions \( R_\alpha \)), and \( N_L \) lattice vectors \( L_n \). The basis functions are defined using

\[
B_{k\alpha}(r) = \frac{1}{\sqrt{N_L}} \sum_{n} \sum_{j} \phi_j(r - R_\alpha - L_n) e^{i k L_n},
\]

where \( k \) is a vector in reciprocal space. The localised, Gaussian orbitals have the form

\[
\phi_j(r - R_\alpha) = (x - R_{\alpha,x})^{l_1}(y - R_{\alpha,y})^{l_2}(z - R_{\alpha,z})^{l_3} \times e^{-\beta (r - R_\alpha)^2},
\]

in which \( l_i \) are integers, each \( \geq 0 \). By choosing different values of \( l_i \), different types of orbitals can be constructed that resemble those found in a hydrogenic atom:

- When \( \sum l_i = 0 \), all \( l_i \) must be equal to zero, and the single orbital thus formed is spherically symmetric, decaying away from the atom’s position \( R_\alpha \). This orbital is said to be s-like.

- To satisfy \( \sum l_i = 1 \), one of the \( l_i \) must equal 1 while the other two are zero. In each case, the orbital will have a cylindrical axis of symmetry along one of the Cartesian directions, and mirror symmetry about the plane defined by the position \( R_\alpha \) and the two remaining directions. This condition therefore gives rise to three, \( p \)-like orbitals.

- For the case of \( \sum l_i = 2 \), there are six possible solutions. In three of these, two of the \( l_i \) equal 1 while the remaining one is zero, and in the other three solutions, one of the \( l_i \) has a value of 2, while the other two are zero. Linear combinations of these solutions can be taken to give five orbitals that are \( d \)-like, and one orbital that is s-like.
The Kohn-Sham orbitals $\psi_{\mathbf{k} \lambda}$ can then be expanded in terms of these $B_{\mathbf{k} i}$ basis functions, such that

$$\psi_{\mathbf{k} \lambda}(\mathbf{r}) = \sum_{\alpha} c_{\mathbf{k} \alpha}^{\lambda} B_{\mathbf{k} \alpha}(\mathbf{r}),$$  \hspace{1cm} (2.55)

from which the charge density can be obtained as

$$n(\mathbf{r}) = \sum_{\alpha \gamma k} b_{\alpha \gamma k}(\mathbf{k}) B_{k \alpha}(\mathbf{r}) B_{k \gamma}(\mathbf{r}),$$  \hspace{1cm} (2.56)

in which

$$b_{\alpha \gamma k}(\mathbf{k}) = \sum_{\lambda} f_{\mathbf{k} \lambda} c_{k \lambda \alpha}^{\lambda} c_{k \lambda \gamma}^{\lambda},$$  \hspace{1cm} (2.57)

where $f_{\mathbf{k} \lambda}$ is the occupancy of the $\mathbf{k} \lambda$ state. This should be equal to 2 for a completely filled state (and zero for an empty state) in a spin-averaged calculation, or 1 for a completely filled state in a spin-polarised calculation. If a finite temperature is used to model the filling of the electronic levels, smearing around the Fermi level is achieved by using non-integer values for $f_{\mathbf{k} \lambda}$. In a system in which metallic filling is required, $f_{\mathbf{k} \lambda}$ is made independent of $\mathbf{k}$.

The use of Gaussian functions has the advantage that their integrals have analytical forms, which can be calculated easily. Furthermore, they can be chosen to decay away from $\mathbf{R}_{\alpha}$ rather quickly [93], whereas to achieve this with oscillating functions would require the combination of very many plane waves. Although Gaussian orbitals have radial parts of the form $e^{-\beta r^2}$ while ‘true’ electronic orbitals are proportional to $e^{-r}$, the advantage in their use is that the product of two Gaussian orbitals is itself a Gaussian function. This means, for instance, that four-centre integrals are reduced to two-centre integrals that are much faster to evaluate. However, the Gaussian functions used here are not orthogonal, and in addition, using too many can result in over-completeness, which introduces numerical instabilities. For more information on the use of Gaussian basis functions in AIMpro, consult Ref. [94].

### 2.7.4 Basis functions in reciprocal space

Although the Kohn-Sham orbitals are constructed using a real-space basis set, the periodic boundary conditions present in the supercell formalism make representation of the charge density using Fourier series an obvious move. Indeed, the Hartree energy is most simply determined from such a representation. The exchange-correlation energy can then
be found by Fourier transforming the charge density to real space, and then applying the exchange-correlation functional directly. The Fourier transformation is performed using a set of reciprocal-lattice vectors $\mathbf{g}$. The accuracy of the transformation is naturally determined by the density of the grid of $\mathbf{g}$-vectors. In practice, a uniform grid is used inside of a sphere whose radius $g_{\text{cut}}$ defines a cut-off energy

$$ E_{\text{cut}} = \frac{1}{2} g_{\text{cut}}^2, $$

which is increased until the total energy is seen to converge.

### 2.8 Calculation of observables

AIMpro is capable of calculating many physical properties that are observable in principle or in some way experimentally measurable on real samples. The observables that will be discussed here are those that are relevant to the investigation presented in this thesis.

Firstly, it should be noted that Kohn-Sham density-functional theory is strictly a ground-state theory. Excited-state properties cannot be easily determined, owing to the fact that the Kohn-Sham eigenstates are not true one-electron wavefunctions, but rather form a set of basis functions that — when combined and occupied as described in this chapter — will give rise to the correct ground-state electronic charge density. However, the energy of the highest-occupied KS state is in fact directly comparable with the ionisation potential of the system [99].

Nevertheless, and as will be seen in Chp. 5, while ground-state properties can be calculated with high accuracy, excited-state properties can be estimated with decent accuracy provided that suitable corrections are made.

#### 2.8.1 Atomic geometry

The ground-state atomic geometry of a system can be determined by minimising the forces acting on each atom in the set. First, a self-consistent charge density is found for the given atomic positions. From this, the total energy $E$ is obtained, and the force $F_a$
acting on each atom $\alpha$ can be found using
\[ F_\alpha = -\nabla_\alpha E. \] (2.59)
Each atom is then moved by a calculated amount along the direction of the force acting on it. The process is then repeated using the new atomic positions. This continues until the forces acting on the atoms fall beneath a given threshold. The determination of the forces makes use of the Hellmann-Feynman theorem [100, 101]:

**Theorem 5 (Hellmann-Feynman theorem)** Let $\xi$ be a parameter in the Hamiltonian $\hat{\mathcal{H}}$ and $\Psi_\xi$ an eigenvalue of $\hat{\mathcal{H}}$. Then,
\[ \frac{\partial E}{\partial \xi} = \bra{\Psi} \frac{\partial \hat{\mathcal{H}}}{\partial \xi} \ket{\Psi}. \] (2.60)

Using this algorithm to find the ground-state atomic geometry is known as relaxing the system.

The movement of each atom by a calculated amount along its force vector is performed using the conjugate gradient algorithm. In essence, this method provides a quick way to find the (nearest local) minimum of a function given that the gradient of the function can be calculated. Using this technique, AIMpro moves the atoms into a minimum of potential energy. This technique, whilst being fast, has the drawback that the minimal-energy structure found from a given initial atomic configuration might be that corresponding to only a local energy minimum, rather than the structure with the global minimum energy. Therefore, the choice of initial atomic positions should receive careful attention, and the use of several different starting structures can help in assuring that the global minimum has been achieved.

**Symmetry breaking and the Jahn-Teller effect**

The presence of high symmetry in the atomic geometry of a system will greatly reduce the amount of computational effort required to calculate its properties, since it decreases the number of unique $k$-points required to sample the BZ (given the specified grid). Furthermore, Nature tends to adopt configurations of high symmetry, since these often result in a balance of forces and correspond to minima in the associated energy surface. Therefore, atomic geometries with high symmetry are very often the most stable.
However, calculations performed with initial atomic coordinates of high symmetry will have artificial constraints imposed on atomic relaxation, due to forces that are exactly equal and opposite. This may lead to the discovery of ‘relaxed’ structures that are in fact held in unstable equilibrium by symmetry.

Another important consideration is the Jahn-Teller effect, wherein a symmetry-lowering distortion of the atomic geometry leads to a lowering of the electronic energy, enough to result in a reduction of the total energy. This effect occurs when an electronic state is degenerate (due to the high symmetry of the system), although only partially occupied. A distortion of the atomic geometry to a configuration of lower symmetry will split the degenerate state into states of higher and lower energy. As the electron(s) will naturally occupy the state(s) of lower energy, the total electronic energy is reduced. In general, provided that this energy saving is greater than any rise in energy accompanying the movement in nuclear positions, the total energy has been reduced and the system is more stable.

For example, a defect with $T_d$ symmetry may possess a triply degenerate $t_2$ level that is only occupied by one electron. A distortion to the lower $C_{3v}$ symmetry can split this level into a doubly degenerate $e$ state of higher energy and a single $a_1$ state of lower energy (although this ordering is not actually dictated by symmetry), with the single electron occupying the latter.

For these reasons, it is very important to repeat geometry-optimisation calculations after applying symmetry-breaking displacements to the initial atomic coordinates, so as to allow the system the freedom to relax to structures that may exhibit less symmetry but possess lower total energies.

An important practical consideration is that the energy saving of a Jahn-Teller distortion may be quite small, and/or the energy barrier between equivalent distorted structures may be low. The system might then show a different time-averaged symmetry in practice, since at appropriately high temperatures it will rapidly reorient between the different configurations. This is called the dynamic Jahn-Teller effect, and is known to occur in the case of the neutral vacancy in diamond [102].
2.8.2 Formation energies

In determining which of several defects in a material is the most energetically stable, it is only valid to directly compare the calculated total energies of the relaxed systems when they each contain the same number and types of atoms, or rather the systems are simply different arrangements of the same set of atoms. When this is not the case, the formation energy of each defect is a suitable quantity to compare across systems.

Firstly, the chemical potential \( \mu_x \) of a particle of type \( x \) is defined as the derivative of the Gibbs free energy \( G \) (for a given phase) with respect to the number \( n_x \) of particles of that type \([103, 104]\). That is, \( \mu_x = \partial G / \partial n_x \), where the Gibbs free energy is defined as

\[
G = E + pV - TS,
\]

in which \( E \) is the total energy, \( p \) and \( V \) are the pressure and volume respectively, and \( T \) and \( S \) are respectively the temperature and entropy of the system. However the last two terms in \( G \) can often be neglected, since in most solid-state calculations \( p \) and \( T \) are both negligibly small. Hence, \( G \approx E \), and so

\[
\mu_x = \frac{\partial G}{\partial n_x} \approx \frac{\partial E}{\partial n_x} \quad \Rightarrow \quad E = \sum_x n_x \mu_x.
\]  

Furthermore, when in thermodynamic equilibrium, \( \mu_x \) must be the same for all phases that are in contact. Hence the chemical potential can be thought of as the free energy per particle in its standard (reference) state.

The formation energy \( E_A^f(0) \) of a particular system \( A \) is then given by the expression

\[
E_A^f(0) = E_A(0) - \sum_x n_x \mu_x,
\]

where \( E_A(0) \) is the total energy of the system comprised of \( n_x \) particles of type \( x \). Hence, it is the energy difference between the particular configuration \( A \) of the particles, and the sum of their free energies when they are in their reference states. In other words, \( E_A^f(0) \) is the energy liberated (or expended if it is negative) when one ‘builds’ the system \( A \) using particles taken from reservoirs in which they are in their standard states.

When modelling defects in condensed matter, the appropriate ‘particles’ are the neutral atoms that form the system, where \( x \) is each chemical species. The reference state for each atom must be carefully chosen. For instance, the reference state of a C atom might
be diamond or graphite, while that for hydrogen could be the isolated atom or the H\(_2\) molecule. Often, one considers the real origin of each atom in some experiment; for example, the P defect in diamond is grown into CVD material from phosphine (PH\(_3\)) gas.

If one wishes to calculate the formation energy of a charged system, the chemical potential \(\mu_e\) of the extra/fewer electrons must be taken into account, and the expression becomes

\[
E_f^A(q) = E_A(q) - \left( \sum_x n_x \mu_x \right) + q\mu_e, \quad (2.64)
\]

where \(q\) is the charge state of the system (e.g. \(-1, +2, etc.\)). The electron chemical potential \(\mu_e\) is identical to the Fermi energy \(E_F\) in the ground state at absolute zero. One must take care to be consistent in defining a reference energy for \(E_F\) when using Eqn. 2.64; often, the energy of the valence band maximum \(E_{VBM}\) is taken to be the zero of \(E_F\), in which case this extra term is written \(q(E_{VBM} + E_F)\).

However, in the supercell method, errors arise because of electrostatic and multipole interactions in such charged systems due to the periodic nature of the calculations and the compensating background charge applied [105]. Therefore, an extra term \(\kappa_A(q)\) is sometimes included to correct for these effects (although this approach is not universally accepted, especially since it involves approximating the charge to a point), and the formation energy becomes

\[
E_f^A(q) = E_A(q) - \left( \sum_x n_x \mu_x \right) + qE_F + \kappa_X(q), \quad (2.65)
\]

where the last two terms disappear in the case of \(q = 0\).

### 2.8.3 Complex binding energies

The energy that binds a complex \(A-B\), formed from combining separate defects \(A\) and \(B\), can be found by comparing formation energies, as follows. In general, the binding energy \(E_{AB}^b(q_{AB})\) of the \(A-B\) complex in charge state \(q_{AB}\) is given by

\[
E_{AB}^b(q_{AB}) = \left[ E_A^f(q_A) + E_B^f(q_B) \right] - E_{AB}^f(q_{AB}), \quad (2.66)
\]

where the separated components \(A\) and \(B\) have been modelled in charge states \(q_A\) and \(q_B\) respectively. If the \(E_{AB}^b(q_{AB})\) found from this equation is positive, then the complex is bound with respect to its separated constituents (at least for the charge states considered).
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The binding energy has the useful property that it does not depend on the chemical potentials $\mu_A$ and $\mu_B$ of the impurity species, since these terms cancel, but only on the chemical potential of the host species (e.g. carbon). The latter is easily found from separate calculations, as the total energy of a supercell of bulk material, divided by its number of atoms. This value should be independent of supercell size (e.g. 2-atom, 8-atom, 64-atom, etc.) if the calculations are sufficiently converged.

If the charge states considered with Eqn. 2.66 are non-zero, for example when calculating the energy change in the dissociation reaction $(A-B)^0 \rightarrow A^+ + B^-$, then potentially large contributions may arise from the correction terms $\kappa_A(q_A)$ and $\kappa_B(q_B)$ in the formation energies. For the pertinent case of charged defects in diamond, the correction terms can include contributions as large as $q^2$ eV for a 64-atom supercell [42].

When all of the systems being compared are considered in the neutral charge state, the last two terms from Eqn. 2.65 in each formation energy will be zero, and Eqn. 2.66 reduces to a comparison of supercell total energies. The binding energy is then

$$E_{AB}^b = [E_A + E_B - n_C \mu_C] - E_{AB},$$

where $E_X$ is the total energy of a neutral supercell containing $X$ in the host material $C$. In general, there will be more atoms of the host material in the sum of the two systems in the square brackets than in the $A-B$ complex system. Therefore, the extra term $n_C \mu_C$ is present to balance the number of host atoms across the systems being compared, where $\mu_C$ is the chemical potential of the host species, and $n_C$ is the number of surplus host atoms.

2.8.4 Donor and acceptor levels

Equation 2.65 permits the calculation of several thermodynamic properties, including defect solubilities, concentrations, and occupancy levels [106–108]. The (single) donor level of a defect is often denoted using $E(0/\pm)$, while a single acceptor level is written as $E(-/0)$. In this notation, the slash represents the electrical level, while the two symbols indicate the charge state that the defect would have if the Fermi level were to lie either above (first) or below (second symbol) the level in energy. A second (or double-) donor level is written as $E(+/++)$, while a double-acceptor level is written $E(-/-)$, and so on.
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Figure 2.2: Schematic of the formation energy $E_f^A(q)$ for three charge states $q$ of a system $A$, as a function of the Fermi energy $E_F$. The bulk valence and conduction bands are shown as shaded regions. The donor level (0/+1) is the Fermi energy above which the neutral charge state is lower in energy than the positive charge state, while the acceptor level (-/0) is the value of $E_F$ above which the negative charge state is preferred over the neutral.

Formation energy method (FEM)

Formation energies can be used to calculate the positions of transition levels, since for instance the location of a $(q/(q+1))$ level is given by the Fermi level for which the defect in the $q$ charge state and the defect in the $q+1$ charge state have the same formation energy. That is, the position of the level is the $E_F$ taken from equating $E_f^A(q) = E_f^A(q+1)$.

Clearly, the formation energy $E_f^A(q)$ from Eqn. 2.65 is a straight-line function of the Fermi energy $E_F$, with the charge state $q$ as the gradient, and the other terms defining the $y$-axis intercept. One can find three expressions for the lines corresponding to say, $q = -1, 0,$ and $+1$, and then plot a graph in the style of Fig. 2.2. Then, the lowest line for each value of $E_F$ describes the preferred charge state for that Fermi energy. The transition levels are then given by the $E_F$ values where the lines cross; that is, where one charge state becomes preferred over another.

The majority of systems produce a formation-energy graph resembling that of Fig. 2.2,
where the donor level is lower in the bandgap than the acceptor level. However, in so-called negative-U systems, this ordering is reversed (that is, the +ve and -ve lines cross below the neutral line). In such systems, the neutral state is never the most stable, and there exists a range of Fermi energies at which both negatively and positively charged defects are present (at least at low temperatures).

Despite the fact that the FEM suffers from the aforementioned problems with calculating the formation energy of charged systems, it is one of the most commonly used, and is discussed for example in Ref. [109].

**Marker methods**

An alternative approach is the so-called marker method (MM), which has a few variations. In what will be referred to as the defect-MM, the calculated electrical level of the system under investigation is compared against that calculated for some ‘standard’ defect (the marker) whose donor/acceptor activation energy is experimentally well known [110–113]. This technique requires four calculations, since the test defect X and the marker defect M must both be modelled in the two charge states corresponding to the desired level.

For example, to calculate a donor level, four calculations are performed to find the total energies $E(0)_X$, $E(+)_X$, $E(0)_M$, and $E(+)_M$. Then, a characteristic ‘ionisation energy’ $E^i = E(+) - E(0)$ can be found for each defect. These $E^i$ are proportional to the energy required to remove an electron from each system. It is then argued that the difference in the $E^i$ is equal to the difference in the positions of the donor levels—if it is, say, 0.1 eV more difficult to remove an electron from the test system than it is from the marker system, then the test defect has a donor level 0.1 eV below that of the marker. So, as the donor activation energy of the marker $E^a_M$ is known from experiment, the donor activation energy of the test defect can be given by

$$E^a_X = E^a_M + (E^i_X - E^i_M).$$

(2.68)

The donor level of the defect can then be quoted relative to the conduction band minimum energy $E_c$ as being located at $E(0/+)_X = E_c - E^a_X$.

Similar quantities, such as double-donor or acceptor levels, are found in the same way after making the appropriate substitutions.
This method eliminates some of the errors present in DFT calculations, such as where an underestimate in the bandgap may significantly perturb the position of the defect levels, and where systematic errors come from the compensating background present for charged defects [105]. The method has been used with great success in the case of chalcogen defects in silicon, where it corrected errors of the order of 0.5 eV that were encountered when using the formation energy method [111].

The \textit{first-principles} marker method (FPMM) uses four calculations to refer a donor or acceptor level to the bulk band edges, without the need to use any empirical data [114]. To calculate a donor level, one calculates $E^d_X$ for the defect, and then $E^d_{\text{bulk}}$ for a bulk supercell of the same size. The latter quantity essentially sets the position of the top of the bulk valence band, $E_v$. Then, the donor level of $X$ is located at $E_v + (E^d_{\text{bulk}} - E^d_X)$. In a similar way, one can calculate acceptor levels from first principles, referring them to $E_c$.

This technique has been used to calculate the donor and acceptor levels of a wide variety of defects in diamond, producing decent agreement with experiment [115, 116].

However, one normally wishes to refer donor levels to $E_c$, and acceptor levels to $E_v$. The underestimation of the bandgap in LDA-DFT calculations means that the experimental bandgap has to be used to convert between the two, in which case the technique is no longer first-principles. The method is then equivalent to the defect-MM, except that here the known ‘donor’ or ‘acceptor’ activation energy of the marker is simply the experimental value for the bulk bandgap.

A recent comparison of the various methods concluded the following. While the defect-MM should yield the most accurate predictions, the relative lack of experimental data (markers) in diamond means that the bulk-MM is likely to give the most reliable electrical levels in general for this material. Meanwhile, the FEM yields levels in poorer agreement with experiment, although the lack of a standard double-donor or double-acceptor in diamond for use with the MM renders the FEM the only choice for electrical levels involving higher charge states [115].
2.9 Electronic state characterisation

2.9.1 Mulliken bond population analysis

*Mulliken bond population analysis*, or simply *Mulliken analysis*, is one technique that can be used to identify which of the atoms in a system are responsible for a particular electronic state. The contribution to the electronic state $\lambda$ from a basis function $\phi_i$ can be determined by calculating the Mulliken bond population $p_\lambda(i)$ [117], which is defined as

$$p_\lambda(i) = \frac{1}{N_L} \sum_{j,k} c_{k\lambda,i} S_{ij}^{k} c_{k\lambda,j}^*$$

(2.69)

in which $S_{ij}^{k}$ are the overlap matrix elements, given by

$$S_{ij}^{k} = \int B_k^i e^{-i\mathbf{k}\cdot\mathbf{r}} B_k^j \mathrm{d}\mathbf{r},$$

(2.70)

and $N_L$ is used to ensure that $\sum_i p_\lambda(i) = 1$. The basis functions $B_k^i$ are those defined in Sec. 2.7.3. Now, if a particular state $\lambda$ has a composition dominated by an orbital $\phi_i$ centred on a particular atom, then the coefficients $c_{k\lambda,i}$ will be very large and hence so will the value of $p_\lambda(i)$. That atom can be identified as being mostly responsible for that electronic state, and the hybridisation of the state can be deduced by comparing all of the $p_\lambda(i)$ values for s-, p-, and d-like orbitals.

2.9.2 Wavefunction visualisation

An alternative to Mulliken analysis is now available with the use of the AIMview software. This code allows for two- or three-dimensional visualisation of the KS orbitals around the atoms of a cluster or supercell that has been modelled using AIMpro. This permits a more direct association of energy levels with particular atoms, although it must still be appreciated that the orbitals are in fact solutions to the KS equation, rather than the ‘true’ one-electron wavefunctions.

To construct a 2D plot, one must first define a plane through the system and choose a particular electronic state $\psi_i$. Contours are then drawn on this plane to connect points with equal values of $\psi_i$, and the regions bounded by the contours are coloured according to an appropriate scale. A 3D plot is similarly achieved by defining a *volume* within
the system, and drawing within it curved, coloured isosurfaces of equal wavefunction value. Alternatively, contours or isosurfaces of equal \(|\psi_i|^2\) can be drawn, so as to give an impression of the spatial distribution of ‘charge density’ for that particular state.

It is also possible to sum together the wavefunctions of many states and plot the output. This is important when dealing with degenerate energy levels, where the individual wavefunctions must be taken in a linear combination in order to identify the symmetry of the degenerate state.

All plots are appropriate to a given \(k\)-point in the calculation (typically the \(\Gamma\) point is used), although an average over multiple \(k\)-points (say the MP sampling grid) can be chosen instead.

\[2.10 \text{ Convergence criteria}\]

Clearly there are many parameters in electronic structure calculations such as these that can be varied to increase the accuracy of the final result, usually at the cost of adding to the computational time required. Each parameter must be varied independently, and usually it is the effect on the total energy of the system that is recorded. The total energy normally converges toward a constant value as the chosen parameter is varied in the direction corresponding to higher simulation accuracy. One then looks for the value of the parameter that corresponds to a short computational time but results in a total energy close to the converged value.

The most important parameters are generally: the size of a supercell (typically the number of bulk-like atoms surrounding a defect); the density of the MP grid of special \(k\)-points used to sample the BZ; the value of \(E_{\text{cut}}\) for use in Fourier transformation in reciprocal space; and the number of basis functions on the atoms, and their exponents.

For example, once a supercell of suitable size and a basis set have been chosen, both the value of \(E_{\text{cut}}\) and the number of \(k\)-points should be increased independently in a series of calculations, until the total energy of the system changes by less than about 0.001 a.u. per atom. Sometimes, the effect of adding extra basis functions to the system (particularly on any impurity atoms) is then investigated.
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There are additional parameters to consider with regard to convergence when modelling more unusual systems such as surfaces, as will be seen in the next section.

2.11 Modelling surfaces

Although the supercell method is normally used to simulate bulk material with infinite extent in all directions, it is possible to model surfaces within the method by constructing so-called slab systems. Here, one of the three lattice vectors used to repeat the supercell (typically the third, or \(\vec{z}\)) is extended in length by a great amount, but the extra supercell volume thus created is not filled with atoms. A large gap of vacuum is opened up between regions of material and their repeated images in this direction. The material repeats as usual in the two remaining directions, hence ‘slabs’ of material with infinite planar extent are created, bounded by the surfaces to be modelled and separated by layers of vacuum.

2.11.1 Convergence criteria

One has to ensure that there is enough vacuum separating repeating slabs to minimise interaction between the upper surface of one slab, and the lower surface of the repeated slab above it. However, increasing the vacuum gap increases the number of plane waves required to model the Fourier-transformed charge density in that region, which adds computational expense. The thickness of the vacuum gap is therefore an additional convergence criterion and a chance for compromise.

Furthermore, the slab of material must also have adequate thickness, so that its innermost atomic layers accurately represent bulk material. This can be checked (to first order) by fully relaxing several slabs with different numbers of atomic layers, and looking for bond lengths between the innermost layers that are negligibly different from those in a supercell of bulk material. A more satisfactory method to check that the central atoms are in a bulk-like environment is to calculate the spatial variation of electrostatic potential across the thickness of the relaxed slab, and compare it with that in a bulk supercell having the same orientation. For a suitably thick slab, the plotted peaks and troughs of potential that correspond to the inner atomic layers will line up well with any of those
taken from in the bulk calculation.

Fortunately, the large real-space dimension needed to accommodate a thick slab and a large vacuum gap corresponds to a small reciprocal-space dimension, and very few k-points (often only one) are required for the sampling of the BZ in this direction. In addition, detailed band structures need only be calculated along paths within the plane formed by the other two directions.

2.11.2 Electron affinity, ionisation potential, and work function

Strictly, the electron affinity (EA) \( \chi \) of a substance is the difference between two ground-state total energies: \( E(0) \), the energy of the substance in its neutrally charged state, plus a single electron held at infinite distance at the vacuum level; and \( E(-) \), the total energy of the system when the electron has been brought in and added to the substance. That is, \( \chi = E(-) - E(0) \). In a similar way, the ionisation potential (IP) \( I \) is the difference between total energies for: the neutral substance, and the system with one electron removed to infinity, so that \( I = E(+) - E(0) \).

For large, extended systems such as solids, the energy difference in both quantities is dominated by the band structure term; that is, by the difference between the appropriate KS energy levels. The concern therefore lies with the relative positions of three levels: (i) the (flat) electrostatic potential in the vacuum \( V_{\text{vac}} \); (ii) the maximum of the highest occupied electronic level \( E_{\text{HO}} \); and (iii) the minimum of the lowest unoccupied electronic level \( E_{\text{LU}} \). To first order, the EA is then \( \chi = -(E_{\text{LU}} - V_{\text{vac}}) \), while the IP is \( I = V_{\text{vac}} - E_{\text{HO}} \). Choosing \( V_{\text{vac}} \) as the zero of the energy scale, these are reduced to \( \chi = -E_{\text{LU}} \) and \( I = -E_{\text{HO}} \).

A material possesses a negative electron affinity (NEA) if its conduction-band states are higher in energy than the vacuum potential. Simple energy-level schemes for positive electron affinity (PEA) and NEA in semiconductor materials are shown in Fig. 2.3.

The work function (WF) \( \phi \) of a system is similarly given to first order as the energy difference between the vacuum potential and the Fermi level \( E_F \) in the material; that is, \( \phi = V_{\text{vac}} - E_F \), or rather \( \phi = -E_F \) if the vacuum level has been used as the energy zero. The WF and IP therefore differ by \( E_F - E_{\text{HO}} \). In a semiconductor material, it can be dif-
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Difficult to assign a Fermi level, although a level mid-way between the highest occupied and lowest unoccupied levels is often chosen. In a metallic system, the maximum of the highest occupied state, the minimum of the lowest unoccupied state, and the Fermi level are essentially the same thing, hence the EA, IP, and WF are all equal, and are commonly referred to as just the work function.

The EA and IP of an extended material are often measured experimentally as essentially bulk properties, since the techniques involved cause electronic transitions deep inside the material that result in electron emission at the surface. In this case, IP is defined as \( I = V_{\text{vac}} - E_{\text{VBM}} \) and EA as \( \chi = -(E_{\text{CBM}} - V_{\text{vac}}) \), where \( E_{\text{CBM}} \) and \( E_{\text{VBM}} \) are the conduction-band minimum (CBM) and the valence-band maximum (VBM) energies respectively, all measured with respect to the same arbitrary reference level. The IP and EA are related to the bulk bandgap by \( E_g = I - \chi \).

In theoretical investigations, while \( E_{\text{VBM}} \) and \( E_{\text{CBM}} \) are easily derived from modelling bulk material, \( V_{\text{vac}} \) can only be determined from a slab calculation, and energies found from the two calculations will not in general share the same reference level. Nevertheless, by ensuring that the surface slab is adequately thick to accurately represent bulk material toward its inner layers, one can align the average electrostatic potential found in the middle of the slab with the average electrostatic potential found in the bulk system, so as

![Diagram of energy levels for semiconductors with positive and negative electron affinities](image-url)
Figure 2.4: Example $x, y$-averaged electrostatic potentials as a function of $z$, for a diamond surface slab and continuous bulk diamond. The zero of the energy scale is the vacuum level found from the slab system, and the potential of bulk diamond has been aligned with that found in the middle of the slab system.

to give a common reference level for the vacuum potential and the bulk band edges.

Figure 2.4 shows an example of electrostatic potentials from bulk and slab calculations of diamond. The slab system has the $z$ direction as the surface normal, so that when repeated it forms an infinite surface in the $x, y$ plane. The bulk system is the same, except that the vacuum gap in $z$ has been filled with C atoms to create continuous bulk diamond. For each system, the $x, y$-plane-averaged potential is plotted as a function of $z$. It is then straightforward to determine the vacuum potential from the plot of the slab system, and this is set to be the zero of the energy scale. Then, the potential from the bulk system is shifted in energy until it aligns with that found in the middle of the slab system. It can be seen that in this case, the alignment of the plots near the middle few layers of the slab is very good. The same energy shift can then be applied to the electronic band structure found for bulk diamond, in order to refer the bulk energy bands to the vacuum level.

As will be described in Chp. 3, certain experimental techniques can only give information about the near-surface region of a sample, and the IP and EA values reported from such methods are characteristic of surface-related electronic states, which arise due to surface reconstruction and adsorbate coverage. Furthermore, in doped material the band edges
may be higher or lower in energy at the surface than in the bulk due to band bending, which is discussed further in Sec. 5.1.2. The important distinction between bulk- and surface-related IPs and EAs is emphasised in the work presented in Chp. 5.

2.12 Chapter summary

In this chapter, density functional theory has been presented as a reliable method for determining the ground-state properties of a system of atoms. In essence, DFT takes the charge density as the basic variable, instead of attempting to solve the many-body Schrödinger equation for all electrons. The theory would be exact were it not for the lack of an exact form for the exchange-correlation functional, although by using the local density approximation for this functional, DFT can calculate a wide range of experimentally observable quantities with surprising accuracy.

It is worth noting that most observables are calculated entirely from first principles. The most important failure of the theory is its poor representation of excited states, which leads to an underestimation in the bandgap of semiconductor materials, and encourages the use of empirical quantities (such as in the defect-marker method) in calculating certain electrical properties. Nevertheless, the accuracy often remains remarkably high.

The pseudopotential method helps enormously in speeding up calculations by removing the core electrons of atoms from consideration. Combining this with other time-saving devices such as high symmetry makes it practical for DFT to be used to model large systems of several hundred atoms, while retaining a good level of accuracy. For this and for other reasons, DFT is perceived as a good compromise between capability, accuracy, and computational expense.
Chapter 3

Experimental

Dr. Egon Spengler: There’s something very important I forgot to tell you.
Dr. Peter Venkman: What?
Spengler: Don’t cross the [plasma] streams.
Venkman: Why?
Spengler: It would be bad.
Venkman: I’m fuzzy on the whole ‘good/bad’ thing here… what do you mean, ‘bad’?
Spengler: Try to imagine all life as you know it stopping instantaneously and every molecule in your body exploding at the speed of light.
Dr. Raymond Stantz: Total protonic reversal!
Venkman: That’s bad. OK. All right, important safety tip, thanks Egon.

— Ghostbusters, 1984

3.1 Introduction

Experimental results are vital to those performing theoretical modelling studies, primarily to give measured values against which the calculated values can be compared. By showing that the model can accurately reproduce quantities that are well known from experiment, the degree of confidence in using the model to predict unknown quantities is increased.

In general, theoretical work can help to explain experimental data for which the origin
is unknown, or make predictions that motivate experimental investigations. Likewise, experimental results can expose weaknesses in the theoretical background, or raise new questions that might be answered by subsequent modelling studies.

As mentioned in the preceding chapter, AIMpro can be used to calculate many quantities that are experimentally observable. In this chapter, a brief overview will be given covering some of the experimental techniques that are relevant to the work conducted in this theoretical investigation. The methods will be divided into those that are used primarily for studying bulk properties such as the nature of point defects, and those methods that are used to study surface characteristics such as adsorbate coverage.

3.2 Studying bulk defects

3.2.1 Electron spin/paramagnetic resonance (ESR, EPR)

In most solids, including diamond, electron spins are paired in the chemical bonds; that is, there are exactly as many spin-up electrons as there are spin-down, and the material has no net spin. Therefore there is no net electronic magnetic moment, and no interaction between the electron spins and any applied magnetic field. However, if impurity atoms are present, they may introduce unpaired electrons, in which case the material can be expected to show electron spin resonance (ESR). In such cases the material will also be paramagnetic, hence ESR is also known as electron paramagnetic resonance (EPR).

ESR exploits the Zeeman effect: In the presence of an applied magnetic field $B$, the energy level for an electron in an atom is split into two levels, separated by an amount $\Delta E$ given by

$$\Delta E = \frac{g\varepsilon h B}{4\pi m_e} = g\mu_B B,$$

where $g$ is the Landé splitting factor, $\varepsilon$ is the charge of the electron, $h$ is Planck’s constant, $m_e$ is the mass of the electron, and $\mu_B$ is the Bohr magneton.

By illuminating the material with electromagnetic (EM) radiation of variable frequency, resonance absorption can be observed at a frequency $f = \Delta E/h$, corresponding to the energy required to cause electrons to make transitions between the energy levels corresponding to the separated spin states. For a magnetic field of around 0.3 T (the field used
in most ESR spectrometers), resonance absorption occurs when using EM radiation in the microwave region. In practice, it is easier to irradiate with EM radiation of a constant frequency (by placing the sample in a microwave cavity), and to then vary the strength of the magnetic field until resonance absorption occurs.

The upper part of Fig. 3.1 shows a schematic absorption peak for an ESR experiment. To help in characterising peaks such as this, most ESR systems run in derivative mode, as shown in the lower part of the figure. The linewidth $\Delta B$ is defined as the difference $B_2 - B_1$ between the positions of two peaks in the derivative spectrum, while the amplitude $A$ is the peak-to-peak height. The integrated intensity can then be approximated by $\Delta B \times A$, which is proportional to the concentration of the paramagnetic species present. To get quantitative data from the integrated peak intensities, one must perform a calibration by using a sample for which the concentration of paramagnetic centres is known.

Equation 3.1 indicates that, since $\mu_B$ is a constant, the position of the absorption peak in a frequency spectrum for a given $B$ is determined by the value of $g$, the Landé splitting factor. Comparison of the measured $g$ with the value of 2.0023 for an electron in free space can yield information about the local environment for the unpaired electrons in the material. In addition, coupling between unpaired electrons and nearby nuclei with nonzero net spin can give rise to further energy level splittings, causing hyperfine structure in the recorded spectra. This can be carefully analysed to give extra information about the unpaired electron’s surroundings.

Furthermore, spin-orbit coupling leads to anisotropy in the measured $g$-factor; in other words, the value of $g$ varies with the direction of the applied magnetic field. This effect can be exploited to gather information about the symmetry of the unpaired electron
wavefunction, and by extension the symmetry of the defect responsible.

**Electron-nuclear double resonance (ENDOR)**

The EPR technique can be extended to yield yet more information about the local environment of unpaired electrons, by causing nuclear magnetic resonance (NMR) to occur in the sample. That is, nuclear energy-level transitions between split spin states in nuclei with nonzero spin can be driven by using an additional source of radio-frequency EM radiation. When both electronic and nuclear spin transitions are in resonance, it is known as electron-nuclear double resonance (ENDOR), or sometimes as EPR-detected NMR.

ENDOR allows for much greater resolution in studying the aforementioned hyperfine interactions between the resonating unpaired electrons and the resonating nonzero-spin nuclei. Careful analysis of the spectra can reveal details of the local atomic structure around paramagnetic centres. However, the technique requires a high degree of control. For instance, since the rates of electronic and nuclear transitions must be similar in order to observe a significant ENDOR effect, the system must be very carefully temperature-controlled, and often kept at a very low temperature such as that offered by liquid helium.

Further details about the ESR technique lie beyond the scope of this thesis; the interested reader should consult, for example, Refs. [118–120].

**ESR studies on diamond**

The ESR/EPR technique has been used to characterise various defects in diamond. Studies include those on: the phosphorus donor [121–129]; the nitrogen donor and related defects [130–136]; the nitrogen-vacancy centre [137, 138]; vacancy-interstitial pairs [139]; nickel-related defects [140–146]; the boron acceptor [134, 147–150]; co-doping with boron and phosphorus [151]; and hydrogen-related defects [152, 153]. A great many investigations into the structural quality of diamond samples and their defects in general have made use of the ESR method [154–174].

ENDOR has been used, for example, to reveal details about the (excited) neutral vacancy in natural diamond [175], single substitutional nitrogen defects (‘P1’ centres) [176], and
the combination: nitrogen-vacancy centres [177].

### 3.2.2 Infrared (IR) spectroscopy

The IR region of the EM spectrum covers wavelengths in the range of about 750 nm to 1 mm, corresponding to photon energies of about 1.2 meV to 1.7 eV. Photons with energies between about 0.05 and 0.50 eV are capable of exciting vibrational modes in typical covalently bonded solids, and so such photons may be absorbed when used to irradiate a sample. By recording a spectrum of absorption against input EM radiation wavelength, the energies of the allowed vibrational modes in a sample can be determined. Absorption or transmission is conventionally plotted against wavenumber, the latter varying over about 400–4000 cm$^{-1}$.

The allowed vibrational mode frequencies will depend on bond lengths, bond angles (that is, orientation with respect to the surrounding atoms), the masses and interatomic potentials of the atoms involved, and the type of vibrational mode. In the context of two bonds that share one parent atom, there are six types of vibrational mode: two types of bond stretching (symmetric and asymmetric), and four types of bond bending (rocking, scissoring, wagging, and twisting). As with many other spectroscopic techniques, the peaks in a recorded spectrum are compared against those from samples of known composition in order to identify the bond types present.

The key to the absorption process is the fact that the vibrating bond must involve a changing dipole in order to absorb the EM radiation. In general, this means that the two atoms making the bond must be of different chemical species. The inevitable asymmetry in charge distribution between the two types of atom causes an electric dipole, the strength of which will oscillate as the bond vibrates with its natural frequency. The oscillating electric field present in the incident EM radiation can interact with the oscillating dipolar bond, and if the frequencies match, the photon energy will be absorbed, causing the bond to vibrate with greater amplitude.

The result is that, in a monatomic solid such as diamond, the IR absorption process is very sensitive to the presence of defects, and in particular to bonds between atoms of the host material and impurity species.
Fourier-transform infrared (FTIR) spectroscopy

In practice, it is more efficient (and cheaper) to irradiate the sample with the full range of frequencies simultaneously, and to then use Fourier transformation to decompose the output into an absorption-frequency spectrum.

The apparatus for an FTIR investigation is based around a Michelson interferometer and is shown schematically in Fig. 3.2. First, the many-wavelength IR radiation is directed as a parallel beam toward a beam splitter (a ‘half-silvered’ mirror). This component reflects about 50% of the radiation down a path toward a fixed mirror, and transmits the remaining 50% down another path toward a second, movable mirror. These (fully silvered) mirrors reflect the beams back normally, to be recombined at the beam splitter. Here, half of the total is transmitted back toward the source and is discarded, and the other half is reflected down a new path, ultimately to be directed at the sample under investigation.

The difference in the length of the paths that the two halves of the split beam traverse as they head from the beam splitter to the mirrors determines whether or not the photons interfere constructively or destructively upon beam recombination. Clearly, there will
be a certain path-length difference that causes (say) destructive interference for each of
the particular wavelengths present in the beam. By moving the adjustable mirror, the
difference in path length can be linearly varied, and the output beam intensity can be
sampled at small intervals. The Fourier transform of this data can be computed to give
the beam profile, which is the intensity of each wavelength present in the input beam.

Changes in the length of the path to the movable mirror can be measured by reflecting
from the mirror a beam from a fixed helium-neon laser. The wavelength of this laser is
known with high precision, and so by counting the interference fringes resulting from
movement of the mirror, the position of the mirror can be recorded very accurately.

The sample to be tested is then placed in the path of the recombined beam, and the spec-
trum is recorded. Clearly, by subtracting the beam profile from the recorded spectrum,
the absorption spectrum of the sample is obtained. This can then be compared against the
spectra from samples of known composition to identify the origin of absorption peaks.

The financial saving in using FTIR over the previous (dispersive) method comes from the
fact that it is cheaper to build an interferometer than it is to make an precise monochro-
mator, which would be required to accurately state the frequency as it is swept over the
range. Because of this saving, and the several accuracy and efficiency advantages, almost
all modern IR studies are performed using the FTIR method.

Once the absorption spectrum for the sample has been constructed, it is often possible to
calculate the concentration of the defect responsible for a chosen absorption band. For the
case of a non-degenerate vibrational mode with associated effective mass \( m \), the integrated
absorption (IA) is given by [178]:

\[
(IA) = \int \alpha(f) \, df = \frac{\pi \eta^2 N}{mn c^2},
\]

where \( \alpha \) is the absorption coefficient varying with the frequency \( f \), \( N \) is the sought-for
concentration of absorbing defects, \( n \) is the refractive index of the material (valid for the
frequency range covered), and \( c \) is the velocity of light. The quantity \( \eta = |d\mu/dQ| \) is a
measure of the change in dipole moment \( \mu \) of the defect with respect to changes in its
equilibrium configuration \( Q \). Since \( \eta \) has units of electric charge, it is often referred to
as the effective charge of the defect. The absorption coefficient \( \alpha \) is the quantity that is
normally measured in the experiments, and is typically stated in cm\(^{-1}\). One can obtain \( \alpha \)
by comparing the intensity of transmitted IR radiation \( I_t \) with that of the input beam \( I_0 \)
through the equation

\[ I_t = \frac{(1 - R)^2 e^{-ad}}{1 - R^2 e^{-2ad}} I_0. \]  \hspace{1cm} (3.3)

Here, \( d \) is the thickness of the sample, and the reflection coefficient \( R \) is given by

\[ R = \frac{(n - 1)^2 + \kappa^2}{(n + 1)^2 + \kappa^2}, \]  \hspace{1cm} (3.4)

in which \( n \) and \( \kappa \) are respectively the refractive index and extinction coefficient for the material.

**Effects on the spectrum**

The shape and position of a particular absorption peak can be perturbed by many properties of the material. For instance, temperature has an effect in that thermal expansion of the host lattice can affect the local geometry of a defect responsible for absorption, which usually results in a shift in the peak position.

Another major source of shift in peak position comes from isotope effects. Naturally, changes in the nuclear masses of a defect will affect the frequencies with which it can vibrate, and a simple balls-and-springs model for the nuclei and bonds can in many cases provide a good approximation to these isotopic shifts in vibrational mode frequencies. The charge state of a defect will also affect its vibrational modes and therefore its absorption. A lack or surplus of electrons at a defect centre will most noticeably affect the bonding properties. Therefore, while isotopes change the ball masses in the ball-and-springs model, charge states can be thought of as modifying the spring constants, again altering the vibrational frequencies.

Indeed, the balls-and-springs model works well with simple substitutional and interstitial impurity defects, and it has been used to derive some useful results [179–182]. However, it is poor at predicting absolute frequencies, and breaks down when more complex defects are considered.

**Electronic IR and the effective mass approximation**

Consider a substitutional impurity from group V in a group-IV material such as diamond. Four of the impurity’s five valence electrons will participate in bonding with the
four neighbouring atoms of the host material, while the fifth will be loosely bound to the impurity atom. This is due to the impurity nucleus appearing positively charged in comparison to the host-material atoms. At reasonable distances from the impurity nucleus, the potential from this excess of positive charge is approximately Coulombic and is slowly varying. Therefore, the fifth electron experiences a potential not unlike that of the electron in a hydrogen atom. In this case, the effect of interaction with atoms of the host material can be included by using an effective mass for this electron. This is known as the effective mass approximation (EMA) or theory (EMT) [68, 183–185].

The screened Coulomb potential $V$ of the impurity atom with excess charge $Z$ is therefore approximated by

$$V = -\frac{Z}{er},$$

in which $\varepsilon$ is the permittivity of the material and $r$ is the radial distance from the impurity. An electron moving with effective mass $m_e$ in this potential will have a series of bound states of energies $E_n$ given by

$$E_n = \frac{Z^2 m_e}{2\varepsilon r^2} \text{ for } n = 1, 2, 3, \ldots,$$

which will appear below the host material’s conduction band in the electronic structure. These defect excited states are often observed as Lyman ($1s \rightarrow 2p$, $1s \rightarrow 3p$, $1s \rightarrow 4p$, ...) or even Balmer series ($2s \rightarrow 3p$, $2p \rightarrow 3s$, $2p \rightarrow 4s$, ...) transitions.

The EMT describes an ideal shallow donor, and in diamond the theory puts the associated donor level 0.22 eV beneath the conduction band [186]. Recall that the acceptor level for boron in diamond is about 0.37 eV above the valence band. This will be returned to when investigating potential shallow donors in Chp. 4.

Many FTIR studies have been performed to characterise diamond samples (and to compare diamond with other materials such as diamond simulants [187]). Recent IR-spectroscopy studies on bulk defects in diamond include those on: the phosphorus donor [186, 188–191]; the forms of aggregated nitrogen [192–196]; the boron acceptor [197–199] and its interaction with hydrogen [200, 201]; new defects in HPHT material [202]; and the distribution and concentrations of multiple defects [163, 165, 203].
3.2.3 Photoluminescence (PL)

Luminescence refers to the emission of photons when a system in an excited electronic state relaxes into a state of lower energy, and in photoluminescence (PL), the initial excited state is produced by photon irradiation of the sample. Other methods include cathodo-, electro-, and thermo-luminescence, wherein the excited state is produced by respectively using accelerated electrons, electric fields, and heating. For a review of PL, the interested reader should consult, for example, Refs. [102, 204, 205].

During above-bandgap PL, the sample is irradiated with photons of energy greater than the material’s bandgap, so that electron-hole pairs are created. The electrons rapidly thermalise to the bottom of the conduction band (and the holes to the top of the valence band), and then into any available states of lower energy, such as those offered by defects. These relaxations may proceed via radiative mechanisms, although non-radiative processes are more likely. The electrons eventually recombine with holes in the valence band or in defect states, and this recombination is accompanied by the emission of a photon with an energy equal to the difference in the excited and ground electronic states. In cases where the excited state has a long radiative lifetime, or where the transition to the ground state is forbidden by symmetry, transitions may be instead observed as originating from a higher excited state.

One of the principal differences between the PL and absorption (such as FTIR) techniques is the way in which they reveal the presence of multiple excited states. Absorption methods can in principle detect all excited states (into which the transition from the ground state is allowed by symmetry) by simply illuminating the sample with multichromatic radiation and recording the absorption as the difference between the incident and transmitted spectra. On the other hand, PL reveals excited states in a more indirect manner, as follows.

In photoluminescence excitation (PLE), the sample is irradiated with light from a tunable laser, while the luminescence detector is set to record outgoing photons of a specific frequency, say that corresponding to the transition from the lowest (first) excited state into the ground state. The frequency of the incident radiation is gradually increased (starting from a very low value), and peaks in the intensity of the particular luminescence are observed by the detector.
The first peak is due to the first-excited-state → ground-state luminescence itself. As the incident frequency is increased, electrons will be promoted from the ground state into the second excited state, but will relax (most likely non-radiatively) into the first excited state, increasing its population. Therefore, the intensity of the luminescence from the first-excited-state → ground-state transition will increase. At greater incident energies, the third excited state will become occupied, and these electrons will relax (possibly via the second excited state) down into the first excited state, increasing its population and its corresponding luminescence once again. The fourth excited state will be occupied at higher incident energies, and so on. The spectrum of luminescence intensity as a function of incident radiation frequency will therefore contain peaks corresponding to the excited states present.

The PLE technique is suitable for the characterisation of thin samples or those with low defect concentrations, where absorption experiments can be difficult to interpret due to the low signals.

Vibronic coordinate diagram

In general, since an electronic transition changes the distribution of charge density around a defect, there will be an associated change in the allowed vibrational modes (VMs) of that system. Electronic and vibrational transitions are therefore coupled, and known together as vibronic transitions.

A generalised vibronic coordinate diagram is shown in Fig. 3.3. Here, the total energy of a system is represented as a parabola centred on its equilibrium atomic configuration $Q$. The ground- and excited-state systems will have different equilibrium configurations (say, bond lengths), giving two total energy curves with minima at $Q_g$ and $Q_e$ respectively, where the latter curve is higher in energy.

At low temperatures, the ground-state system will initially be in its lowest-energy VM, with higher-energy VMs being separated by the phonon energy $\hbar \omega$. Absorption of a photon in a PL experiment will excite the system into one of the allowed VMs of the excited-state configuration, which will be themselves separated by $\hbar \omega'$. The system is often further idealised at this point by assuming that the forms of the two energy curves are the same, in which case $\hbar \omega' = \hbar \omega$. 
The Franck-Condon principle (sometimes Frank-Condon principle) states that the likelihood of a transition between two electronic states is proportional to the overlap of their wavefunctions, and it allows for the prediction of intensities for vibronic transitions. The most likely transition from the ground-state configuration to the excited-state configuration is the so-called ‘vertical’ transition, and this Franck-Condon absorption (FCA) is shown in Fig. 3.3. This mechanism can be thought of as related to the Born-Oppenheimer approximation, in that the electronic transition takes place almost instantaneously, while the heavy nuclei take a significant amount of time to move toward their mean positions in the new configuration.

The system will subsequently thermalise into the lowest-energy VM of the excited-state configuration. It can then de-excite back into its ground-state configuration with the emission of a photon and the possible production of a number of phonons, as follows.

Relaxation can take place directly from the lowest-energy VM of the excited-state configuration into the lowest-energy VM of the ground-state configuration, which will not result in the creation of any phonons. In this case, the emitted photon will possess all of
the energy of the de-excitation, $h f_0$. The signal recorded in the PL spectrum arising from this highest-energy photon is called the zero-phonon line (ZPL).

Franck-Condon emission (FCE) corresponds to a downward vertical transition into one of the high-energy VMs of the ground-state configuration. This will be followed by the creation of a number phonons of energy $\hbar \omega$ as the system relaxes further into the lowest-energy VM of the ground state.

De-excitation may also occur via several other routes in which a photon and a number of phonons are produced in returning the system to the original state, provided that their energies sum to $h f_0$. This leads to a series of peaks in the PL spectrum with energies below the ZPL, referred to as vibronic side-bands. The FCE is simply the most likely of these mechanisms, and corresponds the greatest photon intensity.

**Additional considerations**

As with other techniques, PL is somewhat sensitive to isotopic effects, since the optical transitions of a defect are slightly different between different isotopes. However, the results must be carefully interpreted, since the energy of a transition is related to the electronic wavefunctions for the ground and excited states, and if these wavefunctions have zero amplitude at one of the impurity atoms, then the transition will show no shift in energy with a change in that atom’s isotope.

PL can also be performed when applying uniaxial stress to the sample, in order to infer the symmetry of a defect as well as the symmetries of the electronic states corresponding to the optical transition being monitored. This information can, for example, help to eliminate possible charge states of a defect from consideration.
CHAPTER 3. EXPERIMENTAL

3.3 Investigating surfaces

3.3.1 Electron diffraction studies

Low-energy electron diffraction (LEED)

LEED can be used to determine the crystallographic structure of a surface by investigating the form of the two-dimensional (2D) electron waves upon it. The diffraction data reveal the type of 2D surface mesh and its dimensions. However, it is often the case that the microscopic region over which measurement is taken contains several types of surface domain, which gives rise to superimposed diffraction patterns that must be carefully separated.

The apparatus for a LEED investigation is composed of two main parts: an electron gun, and a fluorescent screen (Fig. 3.4). The gun directs a beam of electrons toward the crystal under investigation at an angle close to the surface normal. The electron energies are in the range of about 10–200 eV, corresponding to De Broglie wavelengths of about 1–4 Å, which ensures that it is only atoms at or close to the surface that cause electron diffraction.

The reflected electrons will have wave-vectors \( k' \) with the same magnitude as those \( k \) of the incoming electrons, if the assumption is made that electrons are \textit{kinematically reflected}. These electrons are detected on the fluorescent screen and the pattern they form is photographed through a viewport in the apparatus. The key aspect of the reflection is that the vector difference between the wave-vectors of the incoming and outgoing electrons \( g = k' - k \) must be a reciprocal lattice vector of the crystal surface. From the complete diffraction pattern it is therefore possible identify the reciprocal lattice type and then reconstruct the real-space lattice of the crystal surface.

LEED diffraction patterns are sharp if the surface under investigation is well ordered (flat) over a distance scale much greater than the wavelength of the probing electrons. Blurring in the pattern spots can therefore indicate surface roughness, or a disordered coverage with impurities. The pattern can also reveal the presence of terraces, steps, and kinks on a surface, and permits calculation of the areal density of such structures.
Electrons with higher energies have wavelengths much smaller than the interplanar spacings in most crystals, and so they will penetrate deeper into a specimen, yielding little information about the surface. However, if high-energy electrons are made to impinge on the surface at grazing angles, measurable reflections from the near-surface region can be achieved.

The apparatus geometry for this technique is shown in Fig. 3.5. The angle between the incident beam and the sample surface is typically less than $5^\circ$. The higher electron energies lead to sharper diffraction patterns than those obtained in LEED studies. However, in order to obtain a true representation of the 2D surface, it must be sufficiently flat on the nanometre scale.

RHEED can be used for real-time analysis of the growth of a crystal, as the equipment does not block the path of the species descending vertically onto the growing sample. However, the im-

Figure 3.5: Schematic of the apparatus geometry for a RHEED investigation. High-energy electrons are directed at a sample, and the diffraction pattern resulting from reflected electrons is recorded on a fluorescent screen on the far side. The angle $\theta$ is typically less than $5^\circ$.

**Reflection high-energy electron diffraction (RHEED)**
pact of the high-energy electrons can damage some types of material and disturb their growth. In such situations, MCP-RHEED can be used, wherein the electron beam is lowered in intensity by several orders of magnitude, although the high voltage across a micro-channel plate (MCP) can produce electron multiplication, which is used to amplify the reflected-electron signal. In this way, damage to the crystal can be significantly reduced.

3.3.2 Scanning-probe microscopies

Scanning-probe microscopy refers to a class of techniques in which a very fine needle probe is mechanically moved across the surface of a sample in a series of straight lines (scans). The interaction of the probe with the surface is recorded as a function of position on the surface, hence the nature of the surface is determined in a very direct manner. The techniques are microscopies in that direct images are produced, although it is only feasible to probe a very small surface area on the sample. Many different types of probe-surface interaction can be recorded, corresponding to different modes of operation. The two most important modes will now be described.

**Atomic-force microscopy (AFM)**

In AFM apparatus, the probe is mounted on the free end of a very sensitive mechanical cantilever. As the probe is scanned across the sample, the force existing between the atoms at the tip and those of the sample’s surface causes deflection of the cantilever, which is typically detected by reflecting a laser beam from the top of the cantilever. In practice, a feedback loop is used to move the cantilever/probe up and down such that a constant force (deflection) is maintained, and the height required is recorded as a function of surface coordinate. This way, one can ensure that only small cantilever deflections occur, which keeps the theoretical calculation of forces accurate. In addition, this prevents damage to the surface which could arise from the large forces of a greatly strained cantilever. As will be seen, one advantage that AFM has over other scanning-probe microscopies is that both electrically conducting and nonconducting surfaces can be investigated.

It is interesting to note that work has recently been undertaken to manufacture AFM
Scanning tunnelling microscopy (STM)

Spatial resolution greater than that offered by AFM is possible by using the STM mode. Provided that the surface material is conductive, a voltage can be put across the probe (typically made of platinum-rhodium or tungsten) and the sample, and the weak current due to electrons tunnelling from one side to the other can be recorded during scans. Because the tunnelling current decreases exponentially with distance between the tip of the probe and the atoms of the surface, a very accurate height map can be constructed for the region under investigation. STM is capable of resolving distances of around 2 Å, hence it offers atomic-scale resolution for many conductive substrates.

Other scanning-probe techniques

Other modes of scanning-probe microscopy include: electrostatic-force microscopy (EFM), Kelvin-probe-force microscopy (KFM), magnetic-force microscopy (MFM), near-field scanning optical microscopy (NSOM), and scanning capacitance microscopy (SCM). One advantage of the scanning-probe techniques over the aforementioned LEED and RHEED methods is that the resolution is not diffraction-limited.

Relevance to this investigation

Another use for these techniques, especially STM and AFM, comes from the fact that the probe can significantly perturb the surface structure. This can be used to manipulate adsorbates that are loosely bound to the surface, in order to assemble nanoscale structures. Of direct relevance to the work presented in this thesis is the fact that AFM has recently been used to locally modify the surface structure of diamond in order to create regions of oxygen termination on an otherwise hydrogenated surface [207]; this system then being characterised using the KFM mode. In addition, the resolution and accuracy of Kelvin force microscopy measurements on hydrogenated and oxygenated diamond surfaces have recently been investigated in detail [208].
Experiments have been conducted in which molecules of C\textsubscript{60} have been moved across the surface of silicon by using STM at room temperature [209]. These studies provide insight into the practical implications of transfer-doping diamond with fullerenes, which is covered in Chp. 6.

STM has been extensively used to study diamond surfaces, most recently by investigating matters such as: the oxidisation process of CVD diamond [210]; the quality of fast-grown diamond intended for surface-conductive devices [211]; the mechanism of field emission from diamond films [212] and particles [213]; the effect of annealing on the surface structure and electronics of single-crystal diamond [214] and CVD material [215, 216]; the ability to desorb hydrogen from diamond surfaces [217]; the photoemission properties of CVD diamond [218]; the extent of damage caused by radiation bombardment [219]; the effect of doping polycrystalline material with boron [220]; and the roughness of HPHT-diamond surfaces exposed to a microwave-assisted hydrogen plasma [221].

### 3.3.3 Surface spectroscopies

**Photoelectron spectroscopy (PES)**

Photoelectron spectroscopy — also known as photoemission spectroscopy — refers to a class of techniques in which the photoelectric effect is exploited in order to characterise materials. Essentially, a monochromatic beam of photons is directed at a test sample, and the photoelectrons that are ejected from the material as a result are detected and analysed.

When an electron absorbs the energy $E = hf$ from a photon of frequency $f$, it expends some of it in order to overcome a binding energy $E_b$ and escape from its parent atom, and the rest remains as kinetic energy $E_k$ when the electron is later detected. The binding energy is therefore given by

$$E_b = hf - E_k.$$  \hspace{1cm} (3.7)

Photoelectrons do not last long in bulk material before losing the energy required to leave the sample; that is, they have a low inelastic mean free path. As a result, it is only photoelectrons created in the near-surface region that manage to escape and which are detected. This small electron escape depth means that PES is in general a surface-sensitive technique. In addition, a high level of vacuum must be maintained in order to reduce energy loss by
electrons colliding with molecules in the gas phase.

In a PES study, the flux of emitted electrons across a range of kinetic energies can be recorded, and Eqn. 3.7 can be used to plot this electron intensity against binding energy. Since electron binding energies are dependent on the chemical composition and structure of the material, the peaks in a recorded spectrum can be compared against those seen in spectra from known materials in order to determine the composition of the sample.

Interpretation of photoelectron spectra relies upon Koopmans’ theorem (Thm. 2), which states that the binding (or ionisation) energy required to remove an electron from a system is identifiable with the energy $\epsilon_i$ of the orbital from which it is ejected, through $B_i = -\epsilon_i$. However, this is only useful as an approximation, as it does not account for the fact that the energy levels of the remaining electrons will be perturbed after the first is removed, which will affect the subsequent ionisation energies.

Furthermore, the ejection of an electron may leave the host atom(s) in a vibrational excited state. In this case, the kinetic energy of the photoelectron will be reduced, and Eqn. 3.7 should be rewritten as

$$E_b = hf - E_k - E^+_{\text{vib}}$$

(3.8)

in which $E^+_{\text{vib}}$ is the energy used up in exciting the vibration in the ionised host centre. Naturally, the vibrational states are quantised, which gives rise to vibrational structure in the photoelectron spectrum.

The two main types of PES are distinguished by the choice of photon energy used for the incident beam.

**X-ray photoelectron spectroscopy (XPS)**

The energies of ‘soft’ X-ray photons are in the range of about 100 eV to 10 keV, which is sufficient to excite core electrons out of atoms and leave them with appreciable kinetic energies. The binding energies of core electrons are most strongly dependent on the chemical species of their host atoms, and are not greatly affected by the atom’s local environment. Therefore, XPS — also known as electron spectroscopy for chemical analysis (ESCA) — gives information primarily about the chemical species present on a sample’s
surface. Furthermore, the measured electron intensities can be used to give the relative concentrations of the surface’s constituent species.

However, the small effect that the local environment of the surface atoms has on their core-electron energy levels results in noticeable chemical shifts in the positions of the peaks in binding energy. In addition, the oxidation state of an atom will affect the binding energies of its electrons; for example, an atom in a highly positive oxidation state will appear very attractive to an electron attempting to escape from it, and that electron’s binding energy will be higher than usual. XPS can therefore provide some information about the local environment of the surface atoms and by extension their bonding characteristics.

Ultraviolet photoelectron spectroscopy (UPS)

‘Hard’ ultraviolet photons have energies in the range of about 5–40 eV, and those emitted by the commonly used helium-discharge lamp have an energy of 21.22 eV, corresponding to the $1s^12p^1 \rightarrow 1s^2$ transition in helium. Photons such as these are capable of ejecting only valence electrons from the atoms of a sample, hence UPS can be used to study the electronic structure of a surface with regard to the number and types of chemical bonds present. In addition, UV photons cannot penetrate as deeply into the sample as can X-ray photons, hence UPS reveals information mainly about the chemical nature of the sample right at the surface.

Angle-resolved (AR) studies involve the recording of many spectra for different angles between the incident photon beam and the surface. Angle-resolved UPS (ARUPS) can be used to map out the surface electronic structure in k-space, which is particularly relevant to the parts of this investigation presented in Chp. 5.

Auger electron spectroscopy (AES)

The Auger effect is quite commonly exploited in order to obtain information about the chemical species present in a sample. This effect, shown schematically in Fig. 3.6, involves the emission of a secondary electron after high-energy irradiation has ejected the first. Auger electron spectroscopy (AES) refers to the construction and examination of the energy spectrum of the secondary electrons emitted from a sample under irradiation.
As in XPS, high-energy radiation can cause an electron to be ejected from a core atomic state, leaving behind a core hole. Another electron from the same atom but occupying an orbital of much higher energy may fall into the core hole and release a photon with X-ray energy. This photon might escape the material and be observed as X-ray fluorescence. Alternatively, the photon may be absorbed by yet another electron in the atom, which will receive enough energy to escape the material and be detected as a so-called Auger electron. Since the energies of these secondary electrons are related to the allowed electronic transitions in the atoms present in the sample, analysis of the Auger-electron energy spectrum can reveal the composition of the material.

It is clear that the state of the atom after the Auger electron emission (Fig. 3.6(c)) is not the ground state, and subsequent downward electronic transitions will occur in what is known as the cascade process. This can cause the ejection of further Auger electrons with lower energies, which leads to a sloping background in the measured electron energy spectrum toward lower energy. In practice, this background is quite uniform, and is largely removed by viewing the spectrum in derivative mode.
The incident radiation used in AES experiments is often an electron beam, containing energies in the range of 1–5 keV. Such electrons have De Broglie wavelengths of 0.2–0.4 Å and so can penetrate fairly deeply into solids such as diamond (having a bond length of 1.54 Å). However, the ejected Auger electrons are of much lower energy (about 10–1000 eV) and it is only those created within around 50 Å of the surface that are able to escape and can be detected. Electron-beam AES has an advantage over XPS in that the beam can be very accurately focused and scanned over the surface, allowing for analysis and imaging of very small surface areas. One disadvantage however is that the electrons will charge the sample, making it difficult to study insulating materials.

A source of X-rays is sometimes used as the incident radiation instead, or from another viewpoint, one could say that Auger electrons are detected in XPS studies. In such a case the technique is sometimes known as X-ray–induced (or -excited) Auger electron spectroscopy (XAES). The 1486.6 eV X-ray photons produced by a typical aluminium Kα source have wavelengths of 8.3401 Å, and so cannot penetrate as deeply as can the aforementioned beam electrons, making this method even more sensitive to the surface.

(X)AES studies are often performed to complement other techniques, and recent studies on diamond have investigated, for example: the change in wettability of diamond surfaces as they are irradiated with ions [222], oxygenated and exposed to hydrogen plasma [223], or doped with phosphorus [224]; the compositional and structural changes of CVD diamond with temperature [225]; co-doping with sulphur and boron [226]; electronic surface states on nanodiamond [227]; caesium adsorption on H-terminated CVD material [228]; the conductivity of the (001)-(2×1) surface [229]; oxygen adsorption and desorption from the (110) and (111) faces of single crystals [230]; and oxidation of the hydrogenated (100) surface [231].

**Electron energy-loss spectroscopy (EELS)**

A combination of PES and vibrational spectroscopy is electron energy-loss spectroscopy (EELS), in which the energy lost by a beam of electrons is measured once they have been reflected from a material’s surface. The electrons lose kinetic energy by exciting vibrational modes of the species on the sample’s surface, hence the energy spectrum of the reflected electrons can be analysed to determine the modes responsible and infer the composition of the surface.
Typically, the energy spectrum from a sample is recorded and compared against known spectra characteristic of various adsorbate molecules. High-resolution electron-energy-loss spectroscopy (HREELS) is very sensitive to, for example, light chemical elements that X-ray techniques cannot detect. In addition, the technique can identify very small amounts of adsorbate; in some cases only a few tens of atoms on a surface is enough to be reliably detected.

A large proportion of the (HR)EELS studies on diamond are directly relevant to the work conducted in this investigation. Particularly relevant are those that have studied: the structure, stability, and vibrational properties of hydrogen and deuterium on the diamond surface [232–241]; the effects of surface coverage with oxygen [230, 242]; the interaction between hydrogen and oxygen on the surface [231, 243–245]; and the properties of surface-related electronic states [246–249].

### 3.4 Chapter summary

Overviews of several of the many experimental techniques used to study diamond and other materials have been given in this chapter. The most important techniques as far as this investigation is concerned are as follows.

For the work on bulk doping, which will be presented in the next chapter, electron spin/paramagnetic resonance (ESR/EPR) is a particularly relevant experimental tool, due to its ability to infer the symmetry of point defects, amongst other characteristics. Electronic infrared spectroscopy is also particularly important, owing to the direct way in which it reveals the electronic structure of such defects.

With regard to diamond surfaces, for which the work will be detailed in Chp. 5, the most important techniques are those that most directly investigate the electrical properties, especially with respect to the vacuum level, since it is the electron affinity and work function of the various surfaces that this work is most concerned with. The gross structural properties for the surfaces are (in general) relatively well understood at present, although of course the electrical properties depend critically on the details of the atomic arrangement. Therefore, the surface-spectroscopy techniques such as XPS and UPS are of particular relevance to this work.
Finally, the work on \( p \)-type doping of the diamond surface will be presented in Chp. 6, and again the PES techniques are important, since these have been used in the relevant experimental studies to characterise the layers of material adsorbed onto the diamond surface. The \( p \)-type conductivity following such transfer doping of the diamond surface has been quantified using standard conductance measurements.
Chapter 4

Bulk doping of diamond

“Better a diamond with a flaw than a pebble without.”

— Confucius

The work shown in this chapter has been published as Refs. [42, 115, 116, 250–252].

4.1 Introduction

Doping with acceptor and donor impurities to create both p- and n-type material is required to build the most basic of the semiconductor devices, the pn-junction. Doping diamond to achieve p-type material is straightforward, as atoms of boron are easily (and sometimes unintentionally) introduced into bulk diamond, and the B acceptors have activation energies that are considered small, at 0.37 eV. However, it is proving much more difficult to create efficient n-type diamond by doping with donor impurities, hence the majority of the work on doping diamond concentrates on this problem.

Naturally, one first turns to the group-15 (V) elements (N, P, As, Sb, and Bi) to provide donor electrons in a tetravalent host material such as diamond. Although nitrogen is so readily incorporated that it is the dominant impurity in natural diamond, isolated substitutional N atoms have high donor activation energies, at 1.7 eV.
Phosphorus is the next dopant to consider, although the size of the impurity atom already becomes a concern in such a tight lattice as that of diamond; the covalent radius of the P atom at 106 pm is almost 138% that of a C atom (77 pm). Indeed, theoretical studies have calculated very low solubilities for P in diamond, owing to a large formation energy of $\sim 7–11$ eV [46, 53, 253, 254]. Nevertheless, experimental doping of diamond with P has been an encouraging success story.

The first reports of the incorporation of P into diamond were published in the early 1990s [255–258], although they did not include sufficient evidence to clearly show $n$-type conduction. Many authors suggest that the first confirmed $n$-type doping of diamond with P via growth techniques was achieved in 1996, and published in Ref. [259] in 1997. Initially, an activation energy of 0.43 eV at $\sim 400$ K, and a $\sim 500$ K Hall mobility of $23$ cm$^2$ V$^{-1}$ s$^{-1}$ were reported.

Since then, the growth conditions have steadily been optimised [260, 261], with a coincident improvement in the reproducibility and measured mobilities [262]. The most recent measurements of the electrical properties of P-doped diamonds all suggest that the donor level lies $\sim 0.6$ eV beneath the conduction-band minimum [125, 186, 262–268]. Now that near-100% reproducability is claimed for P doping of (111)-orientated diamond films, attention is being turned to growing P into the more conventional (001)-orientated films [265]. This will allow for homoepitaxial growth to aid the creation of $p$-$n$-junctions, since B-doped films are normally grown with an (001) orientation.

Meanwhile, several other suggestions have been made for shallow donors [49, 254, 269], including sulphur [51], sulphur-hydrogen centres [270], and more complex defects such as N$_2$–H [269] and even N–Si$_4$ [271]. However, the status of these defects is controversial at best [43, 45–53], and the difficulty often encountered in trying to reproduce measured $n$-type activities is a matter of concern [45, 191].

Several recent experimental studies appear to indicate that hydrogenation/deuteration of boron-doped samples gives rise to significant $n$-type conductivity, reversing the $p$-type nature of such samples [40, 41, 272, 273]. However, these findings currently lack a solid theoretical foundation [253, 274–276].

In this chapter, the search for a shallow donor impurity for diamond is continued, and some of the suggestions for shallow donors are investigated, using the AIMpro method.
4.2 Modelling bulk diamond

Naturally, the structure and electronic properties of the host material must be accurately reproduced by the modelling method if one is to be able to reliably calculate the structure and electronic properties of point defects. The accuracy of modelling bulk material is typically assessed by finding the optimum theoretical lattice parameter (and bulk modulus), calculating the corresponding electronic band structure, and by then comparing these to available experimental data.

4.2.1 Lattice parameter and bulk modulus

The effect of the cell volume on the total energy of a supercell of bulk material can be investigated in order to determine both the optimised theoretical lattice parameter \( a_0 \) and the corresponding bulk modulus \( B_0 \) for the material. The primitive unit cell can be used, and several one-shot total energies are performed for different values of the lattice parameter \( a \) (and therefore cell volume).

For a solid material, the dependence of the total energy \( E \) on the volume \( V \) of the system is well described using the Birch-Murnaghan equation of state [277]:

\[
E(V) = E_0 + \frac{B_0 V}{B'_0} \left( \left( \frac{V_0}{V} \right)^{B'_0} - 1 \right) - \frac{B_0 V_0}{B'_0 - 1},
\]

(4.1)
in which \( E_0 \) is the minimum of the total energy corresponding to the optimised volume \( V_0 \), the bulk modulus of the material valid at this minimum is \( B_0 \), and \( B'_0 \) is the (constant-temperature) pressure derivative of the bulk modulus (taken at \( B_0 \)); that is,

\[
B'_0 = \left. \frac{\partial B}{\partial p} \right|_{T,B_0}.
\]

(4.2)

Experimentally, \( B' \) is found to change very little with pressure (i.e. \( B' \approx B'_0 \)), and furthermore many solid materials exhibit similar values for \( B'_0 \), around 3.5.

Equation 4.1 can be re-written in the form:

\[
E(V) = \alpha V^\beta + \gamma V + \delta,
\]

(4.3)
in which the constants are

\[ \alpha = \frac{B_0 V_0^{B_0'}}{B_0'(B_0' - 1)}, \]  
\[ \beta = 1 - B_0', \]  
\[ \gamma = \frac{B_0}{B_0'}, \]  
and \[ \delta = E_0 - \frac{B_0 V_0}{B_0' - 1}. \]  

These can be used as parameters in the fitting of Eqn. 4.3 to the calculated \( E \) vs. \( V \) data, and from their best values one can deduce the optimised volume \( V_0 \), the bulk modulus \( B_0' \), and the pressure derivative of the bulk modulus. From \( V_0 \) it is straightforward to calculate the corresponding optimised lattice parameter \( a_0 \).

The modelling of the material is typically considered sufficiently accurate if the optimum theoretical lattice parameter falls within \( \pm 1\text{–}2\% \) of the experimentally measured value. In most DFT calculations, the calculated \( a_0 \) is below the experimental value, and it can be brought closer by adding more basis functions to the atoms. However, a compromise must be made between this increased accuracy and the added computational expense.

When modelling diamond using AIMpro and HGH pseudopotentials, this compromise is best met with the use of a ‘pdpp’ basis set on each C atom, which provides 22 Gaussian functions of s, p, and d character. This set enables fast calculations, yet it gives sufficiently converged total energies and results in an optimised lattice parameter \( \approx 6.679 \) a.u., which is 99.1\% of the experimental value measured at 300 K [14] (Fig. 4.1).

The bulk modulus of diamond calculated with this setup is \( \approx 462.2 \) GPa, which is 104.5\% of the experimental value of 442.3 GPa [26]. The calculated pressure derivative of the bulk modulus is \( \approx 3.67 \), which is close to the common value of around 3.5.

Figure 4.1: Plot of total energy against cell volume (both per C atom) for bulk diamond as modelled using a ‘pdpp’ basis set. Data points are calculated values, while the solid line is a fitted Birch-Murnaghan equation of state.
When these calculations are repeated with the use of the ‘PBE96’ GGA functional [83] for the exchange-correlation aspect instead of the (default) ‘Perdew-Wang 92’ LDA functional [81], the optimised lattice parameter is 6.698 a.u. (99.4% experiment), the bulk modulus is 447.8 GPa (101.2% experiment), and the pressure derivative of the bulk modulus is 3.68. However, it is not generally worth the extra computational expense incurred to achieve these slight improvements in accuracy, and unless otherwise stated, all of the work performed in this investigation uses the L(S)DA and a 6.68 a.u. lattice parameter.

4.2.2 Electronic band structure

Experimentally, the (indirect) bandgap in diamond spans from the valence band at the Γ point, to the conduction band at a location just over 70% of the way from Γ to the X point, and has a value in the range of 5.47–5.50 eV at room temperature and below [9, 14]. The direct (Γ–Γ) bandgap has a value of around 7.1–7.3 eV [30–33].

The band structure calculated for diamond as modelled with the LDA method and lattice constant described previously can be seen in Fig. 4.2. The indirect bandgap is calculated to be 4.22 eV, from Γ to 0.73X, while the calculated direct bandgap is 5.66 eV. Comparison of these quantities with the experimental values shows that they are both underestimated by just over 20%. Now, Kohn-Sham density-functional theory is well known to underestimate the positions of excited states (such as the conduction band), with most of the blame being placed upon the local-density approximation [278]. However, these AIMpro values are very close to (101% and 99.6% of) the values of 4.18 and 5.68 eV found in other LDA-DFT calculations [279].
Meanwhile, the maximal energy width of the valence band (at $\Gamma$) is calculated to be 21.69 eV, which agrees very well with the results of photoemission studies that measure it to be $21 \pm 1$ eV [280].

The present method therefore reproduces the basic structural and electronic properties of bulk diamond with good accuracy, and so the effects of introducing defects into the system can be investigated with confidence. In the forthcoming electronic band structure plots, the bands of pure bulk diamond are shown as shaded regions in the background, in order to clearly emphasise any defect-related states and the effect that impurities have on the bulk energy bands.
4.3 Chalcogens, pnictogens, and their complexes with hydrogen

Despite the theoretical zero solubility of phosphorus in diamond, it can be successfully grown into CVD material, and significant doping concentrations of $\sim 10^{19}$ cm$^{-3}$ can be achieved [281]. The P atoms exist mainly as substitutional impurities [282]. In the majority of work up until now, the high concentration of P has only been found in (111) growth sectors. However, P has more recently been grown into (100)-orientated diamond single crystals following optimisation of the growth technique [265]. These results suggest that this super-saturation of P in diamond arises from an effective incorporation at the growing surface [283, 284].

The important implication is that other dopants atoms with large covalent radii might also be grown into diamond, under super-saturation conditions, via a similar mechanism.

Phosphorus in diamond was originally assigned a donor level around $E_c - 0.4$ eV [259], although several more recent measurements are united in placing it $\sim 0.6$ eV below $E_c$ [125, 186, 262–268]. This value is much lower than the 0.218 eV expected from the effective-mass approximation (EMA) [186], suggesting a large attractive central potential. For a review of P doping in diamond, see Ref. [281].

By comparison, substitutional nitrogen has high solubility in diamond due to a low formation energy [253, 254]. Recall though that N acts as a very deep donor, with an observed activation energy of around 1.6–1.7 eV [285–290].

In this part of the present investigation, the search for shallow donor impurities in diamond is continued by considering two of the other chalcogens, selenium and tellurium, as well as two of the pnictogens, arsenic and antimony (Sb), as substitutional defects. The levels of N and S defects are also examined for comparison with earlier theoretical studies.

The motivation for examining the other chalcogens and pnictogens follows from similar studies in silicon. Here, it is known that the donor level of substitutional Sb (at 0.039 eV below the conduction band minimum energy $E_c$) is shallower than that of substitutional P ($E_c - 0.045$ eV) [9]. In addition, although S, Se, and Te introduce deep single- and double-donor levels, their complexes with a single H atom possess donor
levels much shallower than the isolated defects [111]. Such defects have been studied by electron-nuclear double resonance [291, 292], Fourier-transform infrared (FTIR) spectroscopy [293], deep-level transient spectroscopy [294, 295], and time-dependent conversion electron Mössbauer spectroscopy [296]. The FTIR data in particular reveal a number of shallow donors associated with S–H having levels around 0.1 eV [293].

The many roles of hydrogen in diamond have received much attention in theoretical work. For a recent review, see Ref. [297].

4.3.1 Particulars of the method

The AIMpro calculations were performed in 64- and 216-atom cubic supercells of diamond into which a substitutional impurity atom was placed, along with a hydrogen atom when investigating impurity-hydrogen complexes. Each system was allowed to undergo a full structural relaxation at fixed supercell volume.

Each substitutional defect atom $X$ was investigated sited in at least two positions: (i) $X_{\text{latt}}$, where the $X$ atom lies perfectly on a lattice site and the $T_d$ symmetry of the system is maintained; and (ii) $X_{\text{shift}}$, where $X$ is slightly shifted from the lattice site in $[\overline{1}\overline{1}\overline{1}]$, resulting in a system with $C_{3v}$ symmetry. Those defects that were found to be more stable when shifted from the lattice site were also modelled with an initial shift in $[110]$.

Three sites for hydrogen bound with $X$ were investigated. These were: (i) $X$–$H_{bc}$ (bond-centred), where the H atom is at the centre of the bond between the defect $X$ and the nearest C atom in $[111]$, such that there is a $X$–H–C axis; (ii) $X$–$H_{ab}$ ($X$ anti-bonding), where the H atom lies behind the impurity atom in $[\overline{1}\overline{1}\overline{1}]$, such that there is a H–X–C axis; and (iii) $X$–$H_{C}^{ab}$ (C anti-bonding), where the H atom resides behind the $[111]$.
C neighbour to the impurity, such that there is a \( X\text{-C–H} \) axis. These sites are summarised in Fig. 4.3. These complexes all have \( C_{3v} \) symmetry.

The most interesting defects were also modelled several times with symmetry-breaking random shifts applied to the initial positions of the key atoms, allowing them to move with greater freedom to find other possible low-energy structures.

The marker method (MM), as covered in Chp. 2, was used to calculate the donor levels for the defects investigated in this section. In this case, substitutional phosphorus was used as the marker; that is, each defect’s ‘ionisation’ energy \( E_{i_X}^X = E(0)_X - E(+)_X \) was compared to that found for substitutional phosphorus, \( E_{i_P}^P \). The donor activation energy for the defect is then given by \( E_{a_X}^X = E_{a_P}^P + (E_{i_p}^P - E_{i_X}^X) \), where the activation energy of the phosphorus donor, \( E_{a_P}^P \), is the experimentally well-known 0.6 eV.

**Convergence criteria**

The density of the \( k \)-point sampling mesh was investigated for both 64- and 216-atom supercells, each containing a single substitutional antimony atom on a lattice site. Antimony was chosen as it is the largest atom under investigation and therefore potentially the most disruptive to the surrounding crystal. Total energies were found to converge to within 10 meV for a \( k \)-point sampling grid of MP-2\(^3\). To ensure adequate convergence, all 64-atom-supercell calculations used at least an MP-3\(^3\) grid, while grids of MP-2\(^3\) or higher were used in all of the 216-atom-supercell work.

The convergence of energies with respect to the value of the plane-wave cut-off energy \( E_{\text{cut}} \) was also investigated in the same supercells. Total energies \( E(0)_{Sb} \) and \( E(+)_{Sb} \) were converged to 10 meV for \( E_{\text{cut}} > 300 \) Ry, while energy differences \( E_{i_{Sb}}^X \) were sufficiently converged even for very low values of \( E_{\text{cut}} \).
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Figure 4.4: Isosurface plots for the orbital of the donor electron of the N substitutional in diamond, as sampled at the Γ point. Plot (a) shows the wavefunction, which confirms that the orbital represents an anti-bonding state between the N atom and the unique C_{111} atom. Plot (b) shows the absolute-squared wavefunction, which is analogous to the charge density, and indicates that the majority component lies on the unique C_{111} atom.

4.3.2 Substitutional pnictogen defects

Nitrogen

When in the neutral charge state, the trigonal N_{shift} defect was found to be more stable than the tetrahedral N_{latt} by about 0.7 eV, in agreement with previous theoretical studies [254, 298–300], and consistent with the properties of the ‘P1’ EPR centre attributed to substitutional N [301–303]. The N^{0}_{shift} atom moves away from the lattice site in the [111] direction, elongating the unique N–C_{111} bond to 129.2% of a normal C–C bond length, while the three other N–C bonds are 95.6% of the normal C–C length. Meanwhile, the unique C_{111} atom moves away from the N in [111], almost into the plane of its three C neighbours, and can be considered to become sp^2 bonded.

This is the well-documented chemical re-bonding [254, 298–300, 304] sometimes referred to as the ‘pseudo-Jahn-Teller’ effect [305]. The N atom prefers to be threefold rather than fourfold coordinated, and its remaining two electrons occupy a lone-pair orbital directed toward the p dangling bond on the C_{111} atom. As this C dangling bond contains one electron, there is an interatomic repulsion arising from the Pauli principle, and the N and the C_{111} atoms mutually move apart.
The wavefunction for the highest-occupied electronic state (that is, for the donor electron) of the neutral N substitutional modelled in a 216-atom supercell is shown Fig. 4.4. The state has character of two p orbitals, one centred on the N atom and the other on the unique C[111] atom, with their axes coincident and directed along the [111] line joining the atomic centres, as required by symmetry. The lobes of the p orbitals facing each other between the atoms are of opposite sign, hence this is an N–C anti-bonding state, consistent with its high energy, and with the results of ESR investigations [301–303].

The positively charged N⁺ substitutional relaxed onto the lattice site for all starting positions, yielding equivalent N–C bonds at 100.7% of the bulk C–C length. This $T_d$ symmetry is intuitively expected, as of course the N atom is tetravalent in this charge state.

The donor level found by comparing the energies of the two charge states of the N defect with those of P lies at $E_c – 1.72$ eV in the 64-atom supercell, and at $E_c – 1.65$ eV in the 216-atom supercell. Other ab initio work [306] calculates the N donor level to lie 1.92 eV below the conduction band minimum, while the substitutional nitrogen activation energy has been experimentally measured in diamond samples to be around 1.6–1.7 eV [285–290].

This excellent agreement with the known atomic geometry and donor level for substitutional N gives confidence in the modelling and MM used in this work.

**Phosphorus**

In the 64-atom supercell, all starting structures for P relaxed to systems with approximate $T_d$ symmetry, with total energies no more than a negligible 2 meV lower than that of the perfect $T_d$ structure. However, in the 216-atom supercell, the structure clearly distorted to $C_{3v}$ symmetry, saving 27 meV over the $T_d$ structure. In this form, the unique P–C[111] bond is 112.6% of a bulk C–C length, while the three equivalent P–C bonds are 109.6% of the bulk length.

The orbital of the donor electron is shown in Fig. 4.5, and clearly shows as its main component a lobe attached to the P atom and pointing away from the unique C[111] atom. The second, much smaller component of the wavefunction is on this C[111] atom and points toward the P atom. This picture contrasts that of substitutional N, in that the main component of the donor electron is now on the impurity atom, and the component on the
unique $C_{[111]}$ atom is much smaller.

In the positive charge state, all initial geometries relaxed to the on-site $T_d$ configuration, with P–C bond lengths 109.9% of the bulk length in the 216-atom supercell.

In fact, the ground-state symmetry of the neutral P substitutional is currently a matter of contention. Many electron spin resonance studies have been performed to examine P-related defects in diamond [121–129], and while some studies assign a $C_{3v}$ symmetry to the defect [124], more recent ESR work presents evidence for a P-related centre with tetragonal symmetry [125]. On the theoretical side, some studies (such as the present work) support a $C_{3v}$ configuration [49, 307], while others predict $T_d$ symmetry [53, 270, 308].

Recently, the symmetry of the P substitutional in diamond has been investigated using AIMpro in great detail, using supercells of up to 512 atoms [309]. The results indicate that in the large supercells, $C_{2v}$, $C_{3v}$, and $D_{2d}$ symmetries are all metastable forms of the centre.

Nevertheless, it appears that the energy differences between the different symmetries of the P substitutional are all very small, and that the effect on the electronic structure is negligible. Therefore, the status of P as a reliable marker for use in the current calculations is unaffected.

**Arsenic**

Substitutional As appears to follow the N→P trend in that as the impurity atom gets larger, any distortion from the $T_d$ lattice site becomes much smaller. In the 64-atom supercell, all initial geometries for the neutral As defect relaxed to final systems with $T_d$
symmetry and exactly the same energy.

However, in the 216-atom supercell, a very small distortion to $C_{3v}$ symmetry was identified, with an energy saving of 8 meV over the $T_d$ form. Nevertheless, this may well lie within the error of the modelling method. In terms of bulk C–C bond lengths, the three equivalent As–C bonds were 114.3%, while the unique As–C$_{[111]}$ bond was 116.3%. By comparison, all As–C bonds in the $T_d$ structure were 114.7% of the bulk length. In both supercells, $T_d$ symmetry was adopted by As in the +1 charge state.

Although all of the relaxed As–C bonds are significantly longer than bulk C–C bonds, they are comparable with those of Ni–C, which can occur in large concentrations of around 60–70 ppm [310]. Furthermore, implantation experiments have shown that over half of the implanted As atoms reside at substitutional sites [311–314], although the electrical properties were difficult to examine or have not been reported.

The wavefunction for the donor electron is highly delocalised, with significant magnitude over all parts of the supercell, consistent with the shallow donor behaviour. The absolute-squared wavefunction is of course more localised, and a plot is shown in Fig. 4.6, together with a plot for the first excited state of the system. The donor electron orbital has its largest component adjacent to the As atom, although there is a component of around half the size located next to the neighbouring unique C$_{[111]}$ atom. These orbital lobes are slightly triangular in shape when viewed along the [111] direction. The first excited state is twofold degenerate, and the sum of its two orbitals forms a ring around the As atom, with three concentrated regions next to the three equivalent C neighbours of the As atom, and three larger regions in the spaces between them. It is clear to see how both the highest occupied and first excited states share the subtle $C_{3v}$ symmetry of the defect.

The calculated donor level for As lies at $E_c - 0.32$ eV and at $E_c - 0.39$ eV in the 64- and 216-atom supercells respectively, and it can be concluded that the substitutional As centre will possess a donor activation energy of $\sim 0.4$ eV. The electronic band structures have been calculated in 216-atom supercells for the three cases of: pure bulk diamond; diamond with As; and diamond with P, and a comparison of the electronic levels is shown in Fig. 4.7. Indeed, the highest occupied level for the As defect lies closer to the bulk diamond conduction-band states than does the highest occupied level of the P defect, throughout k-space.
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Figure 4.6: Isosurface plots of the absolute-squared wavefunction, sampled at Γ, for the As substitutional in diamond. Plot (a) shows the highest occupied electronic state (the donor electron), while (b) shows the lowest unoccupied (first excited) state.

Figure 4.7: Band structure comparison showing the states near the conduction band for substitutional As and P defects in a 216-atom diamond supercell. The band structures are shown superimposed and have been aligned by their valence band maxima at the Γ point. The conduction band of bulk diamond is shown as the shaded region, while the zero of the energy scale corresponds to its minimum. Occupied and empty defect states are indicated by thick and thin lines respectively, while solid and dashed lines respectively show the states of the As and P defects.
The band structures also show that, even in the 216-atom supercell, there is significant dispersion of the defect levels. Since this dispersion is due to overlap between the electron wavefunctions of the defect and those of its images in repeated supercells, the delocalised nature of the donor electrons is evident. The peak-to-peak dispersion of the As donor electron level is 0.67 eV, while that of the P level is less, at 0.54 eV.

All signs therefore point to arsenic representing a donor that is shallower than substitutional phosphorus.

**Arsenic-vacancy centres**

Since the As atom is a large impurity in diamond, there is concern over its likelihood of binding strongly to vacancies. For this reason, arsenic-vacancy (As–$V$) centres have also been modelled in this work. A substitutional As atom with a C[111] vacancy as a first neighbour has the freedom to move in [111] toward the vacancy, in which case it can of course also be considered as an interstitial As atom at the middle of a C–C divacancy (As$_i$–$V_2$). This system has been placed in both 64- and 216-atom supercells, and relaxed with perfect symmetry and with random initial displacements.

In both supercells, all starting structures relaxed to the axial $V$–As$_i$–$V$ configuration, which has $D_{3d}$ symmetry, and is shown in Fig. 4.8(a). This was found to be true of both the neutral and positive charge states. In the relaxed 216-atom supercell, the nearest C neighbours to the As atom are 130.2% of a bulk C–C bond length distant when the system is neutral (and 130.9% when it is positively charged). In the neutral supercell, these C atoms have been displaced by 0.13 Å from their bulk lattice positions, although the displacement is not radially outward from the As atom, and in fact the As–C bond lengths have increased by only 3.5% during the relaxation. Comparison with the bond-length increases of ~ 15% for substitutional arsenic gives an idea of how comfortable the As atom is at this divacancy site.

The binding energy $E_{As-V}^b$ of the neutral As–$V$ complex can be calculated using

$$E_{As-V}^b = [E_{As} + E_{V} - n_C \mu_C] - E_{As-V},$$  \hspace{1cm} (4.8)

where $E_X$ is the total energy of a neutral supercell containing the relaxed system $X$. The $n_C \mu_C$ term takes care of the surplus number of C atoms in the sum of the two separated
systems, and is described in Sec. 2.8.3.

The results indicate that the complex is bound by 10.15 eV in the 64-atom supercell, and 10.19 eV in the 216-atom supercell. First, the fact that the difference in these figures is very small again suggests that the As is comfortable at the divacancy site and does not exert much strain on the surrounding material. Most importantly, this figure of ~ 10 eV is very large, and suggests that As atoms bind extremely strongly to vacancies. However, there is likely to be significant error in this calculation, since the multiplet energies of the neutral vacancy are notoriously difficult to calculate [315], leading to a large error in the $E_V$ of Eqn. 4.8.

The calculated binding energy of the As–V complex can be improved by using the formation energies, through

$$E_{b, As–V}^h = [E_{As}^f + E_V^f] - E_{As–V}^f, \quad \text{(4.9)}$$

as described in Sec. 2.8.3, where the formation energy for the neutral vacancy $E_V^f = 5.96$ eV is taken from recent quantum diffusion Monte Carlo calculations [315]. This results in revised As–V binding energies of 9.05 eV (64-atom) and 8.93 eV (216-atom). Hence, it can be concluded that the As–V complex is bound by around 9 eV.

The calculated electronic band structure for the As–V complex is shown in Fig. 4.8(b).
Clearly, it only has very deep levels. The highest occupied defect states lie within 1 eV of the bulk VBM, and an unoccupied level appears within about 0.5 eV of the CBM, while the rest of the bandgap is empty.

Using the MM with the P substitutional resulted in a donor level for the As–\(V\) complex at \(E_c - 4.68\) eV in the 64-atom supercell, and at \(E_c - 4.55\) eV in the 216-atom supercell. These values are likely to have high errors, since the P substitutional is quite a different defect to the As–\(V\) complex, and so the MM will not be very effective in cancelling the systematic errors present in both calculations. Furthermore, both of the calculated donor levels are larger than the DFT bandgap (4.22 eV), yet the highest occupied level seen in Fig. 4.8(b) is not embedded in the valence band. Nevertheless, it is plain to see that As–\(V\) is an extremely deep donor.

**Antimony**

Antimony continues the N\(\rightarrow\)P\(\rightarrow\)As trend in atomic geometry, in that there is now very little difference between the relaxed \(T_d\) and \(C_{3v}\) structures in terms of bond lengths, and in fact the two systems have essentially the same total energy. Meanwhile, the positively charged defect adopts \(T_d\) symmetry as expected.

Now, Sb is a very large atom (with a covalent radius almost 180% that of C), and the impurity causes a large distortion to the surrounding material, in that the Sb–C bonds are around 22% longer than the bulk C–C length. However, the distances to the second-nearest C neighbours of the Sb atom are increased by only 3.5%, and third-nearest neighbours are only 0.5% further away than in bulk. Therefore, the strain exerted by the Sb impurity — while high — is quite local, which is testament to the high incompressibility of diamond. However, it should perhaps be noted that these calculations were performed at a fixed supercell volume.

Substitutional antimony has a calculated donor level at \(E_c - 0.33\) eV in the 216-atom supercell, while the 64-atom-supercell result of \(E_c - 0.2\) eV is likely to have a large error with such a big impurity. Thus, it is likely that the Sb substitutional is only marginally shallower than the As defect.

Table 4.1 shows the trends in structural parameters and donor activation energy with
Table 4.1: Summary of data for neutral pnictogen defects in the 216-atom diamond supercell. Recall that the covalent radius of the neutral C atom is 77 pm. The P donor level is the reference for the others and is taken from experiment.

<table>
<thead>
<tr>
<th>Property</th>
<th>N</th>
<th>P</th>
<th>As</th>
<th>Sb</th>
</tr>
</thead>
<tbody>
<tr>
<td>Covalent radius of the neutral atom (pm)</td>
<td>75</td>
<td>106</td>
<td>119</td>
<td>138</td>
</tr>
<tr>
<td>$T_d \rightarrow C_{3v}$ energy saving (meV)</td>
<td>701</td>
<td>27</td>
<td>8</td>
<td>0</td>
</tr>
<tr>
<td>Unique $X$–$C_{[111]}$ bond length (% of bulk length)</td>
<td>130.3</td>
<td>112.6</td>
<td>116.3</td>
<td>122.7</td>
</tr>
<tr>
<td>Length of three equivalent $X$–$C$ bonds (%)</td>
<td>95.5</td>
<td>109.6</td>
<td>114.3</td>
<td>121.5</td>
</tr>
<tr>
<td>Ratio of unique:equivalent bond lengths</td>
<td>1.36</td>
<td>1.03</td>
<td>1.02</td>
<td>1.01</td>
</tr>
<tr>
<td>Donor activation energy (eV)</td>
<td>1.65</td>
<td>(0.60)</td>
<td>0.39</td>
<td>0.33</td>
</tr>
</tbody>
</table>

impurity-atom size as one moves down the pnictogen group.

### 4.3.3 Pnictogen-hydrogen complexes

Complexes of the pnictogens with single H atoms have also been investigated, although in every case they exhibited very deep donor levels. This is in agreement with previous studies on N–H and P–H defects [253], and with the basic argument that the electron of the H atom will pair up with the donor electron of the pnictogen impurity, forming an $X$–H bonding orbital of very low energy. These passive centres are of no further interest to this study.

Furthermore, since the neutral pnictogen-hydrogen complexes introduce two extra electrons into the crystal, each defect could exist in either the spin-0 or spin-1 electronic configuration. However, a spin-1 state is not compatible with the formation of an $X$–H bond, and it is certain to be unstable with respect to the spin-0 configuration.

### 4.3.4 Substitutional chalcogen defects

First, it should be pointed out that since the chalcogen defects have six valence electrons, their substitutional impurities in diamond can adopt either spin-0 or spin-1 states when neutral. This extra factor has been included in this study by modelling all of the chalcogen defects in states with either zero or two unpaired electrons.
Oxygen

Substitutional oxygen in diamond has previously been investigated using AIMpro, and the results are reported in detail in Ref. [116]. To summarise, relaxed structures for the spin-0 oxygen substitutional with small off-site displacements in \langle 111 \rangle and \langle 100 \rangle (giving \( C_{3v} \) and \( C_{2v} \) symmetry respectively) had essentially the same energy as an on-site \( T_d \) configuration. In addition, the particular spin-1 defect with \( C_{2v} \) symmetry was found to have the same energy as these spin-0 forms. Therefore, the ground-state symmetry and spin state of the substitutional O defect is ambiguous.

In any case, substitutional oxygen has mid-gap donor and acceptor levels, and the bare defect is not a candidate for a shallow donor.

Sulphur

The status of S as a donor in diamond is still a matter of debate [43–53]. Experimentally, initial findings of shallow donor behaviour due to S — with an activation energy of 0.38 eV [51] — were subsequently attributed to \( p \)-type conduction due to contamination by boron [45], a problem that has arisen in other experiments [191]. Meanwhile, other measurements indicate that only a small fraction of incorporated S atoms are electrically active [44].

The present calculations agree with previous theoretical studies [46, 49, 53], in finding the trigonal \( S_{shift} \) arrangement as the most stable form of the defect. In the 64-atom supercell, the neutral, spin-0 \( C_{3v} \) structure is 0.3 eV more stable than the \( T_d \) form, although this energy difference increases to 0.6 eV in the 216-atom calculations.

However, while \( C_{3v} \) symmetry and the spin-0 configuration corresponds to the most stable neutral defect found, this form is only 0.1–0.2 eV more stable than the \( C_{2v} \) form when the defect is in the spin-1 configuration.

The 216-atom-supercell results indicate that the spin-1 \( C_{3v} \) defect is 0.4 eV higher in energy than the spin-0 \( C_{3v} \) form, although when the system is constrained to \( C_{2v} \) symmetry, the spin-1 configuration is slightly (0.1 eV) more stable than the spin-0 defect. With a \( T_d \)
symmetry constraint, spin-1 is again slightly more stable than spin-0, by 0.2 eV. Nevertheless, spin-0 and $C_{3v}$ symmetry appears to be the most stable combination overall.

In the +1 charge state, $C_{3v}$ was also found to be the most stable symmetry, with energy savings over the $C_{2v}$ and $T_d$ structures of 0.1 and 0.3 eV respectively (in the 216-atom supercell). This could be anticipated, since this group-16 (VI) defect still has one unpaired electron in this charge state, and can be viewed as somewhat like a group-15 (V) impurity.

The donor level found for the sulphur defect by comparing its $C_{3v}$ forms lies at $E_c - 1.32$ eV in the 64-atom supercell, and at $E_c - 1.44$ eV in the 216-atom supercell. This is fairly close to the previous estimate of $E_c - 1.63$ eV from LDA-DFT calculations [49], and clearly represents a deep donor.

However, other DFT work predicts a shallow donor level for S [43], although this is only based on the positions of the KS levels, and the use of relatively small diamond clusters. Another early theoretical study, using 64-atom supercells, predicted an extremely shallow donor level for S, at $E_c - 0.15$ eV [50], although again it appears that this comes from inspection of KS levels alone (however, this is not clear). Furthermore, a $2^3$ MP grid was used, while the present calculations find that $MP^3$ is required to ensure the convergence of total energies for 64-atom supercells. This is especially likely to be true in the case of a shallow donor, where the delocalised donor wavefunction causes significant defect-image interaction, leading to high dispersion in its energy level, and requiring a high MP-grid density for accurate sampling (although this is acknowledged in Ref. [50]).

**Selenium**

Owing to the size of the impurity, selenium was modelled in diamond in just the larger (216-atom) supercells. The results with regard to the optimised structure are fairly similar to those found for substitutional sulphur. In the spin-0 state, a $C_{3v}$ configuration is most stable, being 0.6 eV lower in energy than the $T_d$ form, although it is only 0.05 eV more stable than a $C_{2v}$ distortion. In the spin-1 state, it is the $C_{2v}$ geometry that is preferred over the $T_d$ and $C_{3v}$ forms, by 0.3 and 0.1 eV respectively. Overall, the most stable combination for the neutral defect is (spin-0, $C_{3v}$), which is 0.5 eV lower in energy than the (spin-1, $C_{2v}$) defect. Therefore, the ground state is almost certainly spin-0 with an off-site distortion, although there is some ambiguity in the direction of this displacement.
In the +1 charge state, a $C_{3v}$ distortion is preferentially adopted over $T_d$ and $C_{2v}$ symmetries, with associated energy savings of 0.3 and 0.2 eV, respectively.

The donor level found by comparing the most stable forms lies at $E_c - 1.56$ eV. Surprisingly, this is deeper than that found for sulphur. The origin of this discrepancy is at present unknown.

Tellurium

The 216-atom supercell results for Te appear to follow the trends set by sulphur and selenium. The neutral, spin-0 defect distorts to $C_{3v}$ symmetry with a saving of 0.5 eV over the $T_d$ structure. However, the $C_{2v}$ distortion is only 0.02 eV higher in energy than $C_{3v}$. With a spin-1 electronic configuration, $C_{2v}$ represents a saving of 0.3 and 0.2 eV over the $T_d$ and $C_{3v}$ forms respectively. The (spin-0, $C_{3v}$) defect is more stable than (spin-1, $C_{2v}$) by 0.4 eV. Again, the neutral ground state is a structurally distorted spin-0, and now the off-site distortion is truly ambiguous.

Once again, $C_{3v}$ symmetry appears to be preferred when the defect is in the +1 charge state, in which case it saves 0.2 eV over a $T_d$ configuration. However, the $C_{2v}$ form is less stable by only 0.03 eV, which means that the nature of the off-site distortion is uncertain in the positive charge state as well. This is most likely a size effect: as the size of the impurity atom increases, the freedom to move away from the $T_d$ lattice site is reduced.

The donor level found for substitutional Te is located at $E_c - 1.26$ eV, about 0.2 eV shallower than the level predicted for sulphur. Still, it appears that none of these isolated chalcogen defects behaves as a notably shallow donor.

4.3.5 Chalcogen-hydrogen complexes

Oxygen-hydrogen complexes

The interaction of hydrogen with substitutional oxygen in diamond has previously been studied using AIMpro supercell calculations [115]. The H atom is found to prefer a bond-centred site, $H_{bc}$. The electrical levels were calculated using both the formation energy
method (FEM, see Sec. 2.8.4) and the first-principles marker method (FPMM, i.e. where bulk diamond is used as a marker). Both methods suggest that the defect is a deep donor, with the FEM putting the donor level at $E_v + 2.0$ eV, and the FPMM placing it at $E_v + 3.0$ eV. Therefore, the complex has an approximately mid-gap donor level.

**Sulphur-hydrogen complexes**

The 64-atom-supercell calculations identified the S–H$_{ab}$ form as the most stable configuration of the S–H complex. That is, the H atom preferentially bonds to the S substitutional, in agreement with other studies [47, 307]. In both the neutral and positive charge states, this arrangement was $\sim 1$ eV lower in energy than the S–H$_{cb}^C$ form, and close to 2 eV more stable than the S–H$_{bc}$ configuration.

Furthermore, preliminary 64-atom-supercell calculations found the latter S–H$_{bc}$ arrangement to be less stable than a ‘separated’ form in which the S atom is a bare substitutional and the H atom is lying distant, at the middle of a C–C bond. The separated form was $\sim 0.5$ eV more stable than S–H$_{bc}$ in the neutral charge state, and $\sim 0.2$ eV more stable when positively charged. These values also show that the S–H$_{cb}^C$ and S–H$_{ab}$ forms are stable against forming the separated arrangement.

A more rigorous determination of the binding energy in the stable S–H$_{ab}$ complex was conducted by comparing the total energies of diamond supercells containing: the S–H$_{ab}$ complex; the bare S substitutional; and the isolated H atom. Hydrogen is known to prefer a bond-centred interstitial site in diamond [253, 316, 317], where in the neutral charge state it lies exactly at the C–C mid-point, exhibiting $D_{3d}$ symmetry. This form was therefore used in these calculations, and indeed, random displacements confirmed that this is the site of lowest energy.

The 64-atom-supercell results suggest that the S–H$_{ab}$ complex is bound with respect to its separated neutral components by 3.02 eV, with 216-atom supercells giving a very similar figure of 3.03 eV. These values are quite high, although the calculations included a low-energy form of the S–H$_{ab}$ complex, which will now be described.

The relaxed atomic geometry of the neutral S–H$_{ab}$ complex was surprising, and is shown in Fig. 4.9. While the symmetry might be expected to be $C_{3v}$ (with a straight H–S–C axis),
all of the calculations performed with randomised initial positions relaxed to a geometry in which there was a slight off-axis distortion of the S and H atoms. In this structure, the two impurity atoms are displaced off the [111] axis in roughly the [11\bar{2}] direction, reducing the symmetry elements to just one mirror plane (C\textsubscript{1h}). The H–S–C bond angle has changed from 180° to \(\sim 175°\). Repeating the calculations with a shift in exactly the [11\bar{2}] direction applied to the S and H atoms (from the C\textsubscript{3v} structure) resulted in the same distorted structure and total energy as in the ‘randomised’ calculation. The energy saving over the trigonal structure is 0.20 eV, which is certainly significant at this level of accuracy. By comparison, all starting structures in the +1 charge state relaxed to the C\textsubscript{3v} configuration.

The 216-atom-supercell calculations on the distorted S–H\textsubscript{ab} complex were repeated with the MP sampling grid increased from 2\textsuperscript{3} to 3\textsuperscript{3}. This resulted in no change in structure, and a negligible change in total energy of \(\sim 4\) meV in both charge states.

Inspection of the electronic structure reveals the mechanism responsible for the distortion. In the C\textsubscript{3v} geometry, the highest occupied electronic state is twofold degenerate (at least for \(\Gamma–R\) in these supercell calculations—defect-image interaction causes dispersion and splitting of the level elsewhere in k-space), although in the neutral charge state this level is occupied by only one electron. The system is therefore a candidate for the Jahn-Teller effect, and indeed, when the symmetry-breaking distortion is allowed in the calculation with randomised initial coordinates, this electronic level splits into a lower, singly occupied level, and an unoccupied level that mixes with the higher excited states.

The electronic band structures for both the C\textsubscript{3v} and C\textsubscript{1h} symmetries of the defect are shown in Fig. 4.10, where it is clear to see that the highest occupied level drops in energy by around 0.3 eV following the symmetry-lowering distortion of the structure.
Figure 4.10: Calculated electronic band structures for the S–H\textsubscript{ab} complex in a 216-atom diamond supercell. In the left panel the defect has C\textsubscript{3v} symmetry, while in the right panel it has C\textsubscript{1h} symmetry. The shaded regions represent the aligned conduction band of bulk diamond, while the zero of the energy scale is its minimum. Occupied and empty levels from the defect systems are shown as thick and thin lines respectively.

Of course, this Jahn-Teller distortion has negative implications for the formation of a shallow donor. The donor level for the S–H\textsubscript{ab} complex in its C\textsubscript{3v} form is calculated in the 216-atom supercell to lie at $E_c - 1.00$ eV, while after the distortion to C\textsubscript{1h} symmetry, it lies at $E_c - 1.20$ eV.

Comparison with the $E_c - 1.44$ eV donor level for the bare S\textsubscript{shift} defect confirms that the presence of anti-bonding hydrogen makes the defect a significantly shallower donor, although it remains much deeper than the bare P substitutional.

The findings for the C\textsubscript{3v} form of the S–H\textsubscript{ab} complex are in line with a previous study that places the donor level of S–H at $E_c - 1.07$ eV [306], and they also agree qualitatively with the electrical properties of the corresponding defects in silicon.

However, these results disagree with a recent, similar theoretical study [270], in which the S–H\textsubscript{ab} form was found to be the most stable, and presented a donor level at $E_c - 0.61$ eV, very close to that of the bare P substitutional. It should be noted that in the present work, the 64-atom-supercell calculations suggest that the metastable S–H\textsubscript{ab} complex has a donor level lying at $E_c - 1.03$ eV.
CHAPTER 4. BULK DOPING OF DIAMOND

The discrepancy in stability and donor levels may be due to the fact that the cluster formalism was used in Ref. [270], whereas the supercells used in the present investigation not only contained a greater number of C atoms, but also did not require H termination. Furthermore, no symmetry-lowering distortion is reported in Ref. [270]. In any case, it is difficult to model a shallow donor in the cluster formalism, since its correspondingly delocalised donor wavefunction might be unrealistically confined to within the boundaries of the cluster (and also undergo interaction with the terminating H atoms), elevating its energy level.

Selenium-hydrogen complexes

Preliminary 64-atom-supercell calculations identified Se–H$_{ab}^{C}$ as the most stable form of the neutral Se–H complex. With systems restricted to C$_{3v}$ symmetry, Se–H$_{ab}^{C}$ was 1.97 eV lower in energy than Se–H$_{bc}$, but only 0.16 eV more stable than the defect–anti-bonded Se–H$_{ab}$. Both of the anti-bonded forms underwent slight off-axis distortions when the initial coordinates were randomised, although Se–H$_{ab}^{C}$ remained the lowest-energy arrangement, by 0.11 eV.

In the +1 charge state, no off-axis distortion was found for either anti-bonded arrangement (which is consistent with the distortions being of a Jahn-Teller nature similar to that of S–H) and Se–H$_{ab}^{C}$ was found to be 0.16 eV lower in energy than Se–H$_{ab}$.

The stable Se–H$_{ab}^{C}$ defect was transferred to the 216-atom supercell for further relaxation and investigation. For the neutral defect, the energy saving of the off-axis distortion was calculated in this supercell to be 0.21 eV, which is very similar to that seen in the distortion of the sulphur-hydrogen complex. The mechanism responsible is also likely to be similar, although this has not been explicitly investigated.

The donor level found for the Se–H$_{ab}^{C}$ complex lies at $E_c - 0.75$ eV in the 64-atom supercell, and at $E_c - 0.91$ eV in the 216-atom calculations. Therefore, the complex is $\sim 0.3$ eV shallower than S–H, and over half an eV shallower than the bare selenium substitutional.
Tellurium-hydrogen complexes

Te–H$_{\text{ab}}^C$ was found to be the most stable Te–H complex in both the neutral and positive charge states, in both supercells. The defect causes significant outward distortion to the surrounding material, which is not surprising given that the covalent radius of a Te atom is some 175.3% that of a C atom. The neutral defect shows a slight off-axis distortion as seen with S–H$_{\text{ab}}$, most likely due to a similar Jahn-Teller mechanism, although with the great strain on the surrounding crystal, this distortion is very small; the energy saving over the on-axis (C$_{3v}$) structure was negligible in the 64-atom supercell, and only 32 meV in the larger supercell.

The donor level for the Te–H$_{\text{ab}}^C$ defect lies at $E_c - 0.51$ eV in the 64-atom supercell, and at $E_c - 0.76$ eV in the 216-atom supercell. These estimates are either side of the P donor level, although of course the value from the larger supercell is likely to be more accurate. Indeed, the significant discrepancy in these figures suggests that a very large supercell is required to adequately contain the defect. The basic conclusion is that Te–H$_{\text{ab}}^C$ represents a donor with a level close to that of P, although the extremely large size of the impurity presents a formidable obstacle to its formation in a crystal as tight as that of diamond.

4.3.6 Section summary

The trends in atomic geometry and electrical activity as one considers the pnictogens as substitutional defects in diamond are quite clear, with the larger impurities showing less off-site distortion and shallower donor levels. All of the results on substitutional arsenic in diamond indicate that it is a shallower donor than substitutional phosphorus. Now, while the theoretical bulk solubility of As in diamond is most likely negligible, the impurity may perhaps be introduced into the material via the same mechanism of favourable surface chemistry that leads to the incorporation of (theoretically insoluble) phosphorus, despite this mechanism not being fully understood at present. However, donor activity could be compensated by the formation of defects such as arsenic-vacancy centres. The larger antimony substitutional exhibits slightly shallower donor behaviour than does As, although the incorporation of Sb into diamond is likely to be extremely difficult. Meanwhile, the controversial sulphur defect appears to be a deep donor.
The chalcogen-hydrogen complexes are indeed shallower donors than the bare double-donor chalcogen impurities, with the donor level becoming shallower as the size of the chalcogen impurity increases. However, they are all still quite deep when compared to bare P, let alone As or Sb. Even the hydrogen complex of the largest chalcogen considered (tellurium) has a donor level only around the same as that of P. The hydrogen complex of sulphur exhibits a noticeable symmetry-lowering distortion that can be explained by the Jahn-Teller mechanism. This is somewhat significant, given the disagreement over the structure of this complex, although the defect is almost certainly a deeper donor than phosphorus.
4.4 Boron-hydrogen complexes: shallow donor behaviour?

4.4.1 Introduction

Recently, the electrical properties of heavily boron-doped and deuterated diamond have been investigated using a range of experimental techniques [40, 41, 272, 273]. The surprising results have been interpreted as shallow donor behaviour, due to the formation of B–D complexes. Hall effect measurements indicate that the conduction is n-type, although such measurements are notoriously difficult to obtain [45]. Electronic infrared absorption measurements do not show the features at 2450 and 2800 cm$^{-1}$ characteristic of substitutional boron, suggesting that the deuterium has passivated this impurity [41]. The boron concentration in the heavily doped samples, $[\text{B}] \sim 10^{19}$ cm$^{-3}$, is similar to the measured concentration of electrons, suggesting that the B acceptors have been efficiently converted into easily ionised donors through deuterium complex formation.

The donor level is measured to lie at $E_c - 0.23$ eV, which is extremely close to the EMA value of 0.22 eV [186], although in samples with lower boron concentration (where $[\text{B}] \sim 10^{17}$ cm$^{-3}$), the donor level drops slightly to $E_c - 0.34$ eV [40]. However, it remains to be seen just how easily reproducible this shallow donor behaviour is. Indeed, very recent experiments using Hall-effect measurements and secondary ion mass spectroscopy have not found any evidence for n-type electrical activity following deuteration of boron-doped CVD diamond, but rather indicate a highly resistive state [318].

The results of secondary ion mass spectroscopy (SIMS) measurements indicate the presence of more than one D atom per B acceptor, and therefore B–D$_2$ complexes have been suggested as being responsible for the shallow donor behaviour [41]. Indeed, recent experiments using ion-beam analysis of such samples indicate that the D:B ratio must be $\geq 2$ in order for the $n$-type conductivity to arise [272]. Furthermore, the concentrations of other impurities in these samples are very low, which strongly suggests that the defect responsible for the high carrier concentration must contain B and D constituents.

The $n$-type conductivity appears to be stable at room temperature, as required for device applications, although the effect is lost at elevated temperatures. The concentration of free electrons drops severely when the sample is annealed to 520 °C, while the activity is removed altogether by annealing at 600 °C for 15 minutes. The $p$-type nature of the B-
doped sample is recovered at even higher temperatures (750 °C), presumably when the D is lost from the sample. This hole conductivity has a very low activation energy of 90 meV [41], which is likely due to impurity-band conduction arising from the very high boron concentration.

### B–H complexes

From a simple chemical argument, boron-hydrogen (or boron-deuterium) pairs are expected to be passive, with the H donating its electron to the B acceptor, and then this H⁺ (bare proton) being strongly bound to the charged B⁻. Indeed, electronic IR absorption [319] and capacitance-voltage [320] measurements have shown the passive nature of B-doped diamond subsequent to hydrogenation. Meanwhile, theoretical work predicts a corresponding lack of bandgap levels for the B–H pair [253, 274–276].

The structure of the B–H pair has previously been calculated by DFT to have the H atom situated roughly in the (say) [001] direction from the B atom, although with a slight displacement in [110] toward a C neighbour of the B atom [253, 275, 321]. This structure has been reproduced for this investigation, and indeed the system is stable, with the relaxed atomic geometry shown in Fig. 4.11. The theoretical binding energy for the B–H pair appears to vary strongly with the method used, although the DFT estimates are in reasonable agreement with experiment [253, 274, 275].

### B₂–H₂ complexes

AIMpro has also been used to model complexes involving two B and two H atoms [274]. However, all of the complexes considered behaved as acceptors with levels in the lower
half of the bandgap, or as passive centres, with no indication of any shallow donor behaviour. Furthermore, these can be ruled out of this particular study, since they are incompatible with the results of the aforementioned SIMS measurements [41].

**B–H\(_2\) complexes**

Recent DFT calculations using the cluster method have predicted the structure for B–H\(_2\) to comprise a H atom at a buckled B–C bond centre, with the second H atom close to a C–C bond centre whose atoms are second and third neighbours of the substitutional B atom (excluding the C atom involved in the B–H–C bond) [275]. However, the binding energy of this complex suggested that it is highly unstable with respect to dissociating into B–H and a distant interstitial H atom. In addition to being unstable, the complex possessed only very deep occupied levels in the bandgap. Furthermore, the effect of charge on the structure and stability of the B–H\(_2\) complex was not investigated.

Shallow donor behaviour for the B–H\(_2\) complex might be expected if one uses the codoping argument. This scheme, related to the work in the next section on the N–Si\(_4\) complex, explains how the combination of two or more impurities can cause level repulsion that elevates the level of a donor impurity, making it shallower. For instance, the N-Al-N complex is expected to have a shallower donor level than the isolated N impurity due to such a mechanism [322]. So, since H is theoretically a donor in diamond [53, 253, 307, 323], the effect of the nearby B–H pair in the B–H\(_2\) complex may be to raise its donor level. However, bond-centred H is a very deep donor, with a level in the lower half of the bandgap [253], and even with significant level repulsion it is hard to imagine it as being responsible for the very shallow donor level seen in experiment.

Nevertheless, the B–H\(_2\) complex appears to be the most promising candidate for the shallow donor behaviour in light of the results of the SIMS measurements. In addition, it is easier to model B–H\(_2\) than B complexes of higher H content, due to the runaway number of possible configurations. The B–H\(_2\) complex has therefore been studied in more detail.
4.4.2 Particulars of the method

First, it should be noted that the structural optimisation routine in AIMpro does not involve the masses of the atoms concerned, and so the structures derived from modelling H in diamond are equally valid for deuterium.

Several starting structures were considered for the addition of a H atom to the stable B–H pair. This approach is likely to be the most appropriate, since the experimental studies indicate that the shallow donors are formed in a two-step process: first, passive B–D complexes are formed, and then further exposure to the D plasma creates a layer of material containing roughly twice as many D atoms as B atoms, and it is this second step that creates the n-type activity [273].

In general the starting structures formed by adding H to B–H can be categorised as: (i) H anti-bonded to the B atom, in the same plane as the B–H pair (this for instance represents two sites due to the off-\(\{001\}\)-axis distortion of the first H atom); (ii) H in a B–C bond centre; (iii) H in a nearby C–C bond centre; and (iv) H anti-bonded to a first-B-neighbour C atom.

The structure of B–H\(_2\) found in silicon was also included, wherein the two H atoms are located near to bond centres in two of the B–C bonds. However, this structure was very high in energy, most likely due to the difference in lattice parameters between silicon and diamond, and would relax to other structures given changes in the starting positions.

In addition, H\(_2^+\) (the stable form of the hydrogen dimer in diamond) was modelled close to the B substitutional. The H\(_2^+\) defect represents one H atom at a C–C bond centre, and the second H atom anti-bonded to one of these C atoms, along a \(\langle 111 \rangle\) direction. However, in the vicinity of the B atom, this relaxed into a range of structures of lower energy after perturbing the starting coordinates.

Finally, the H\(_2\) molecule was placed in interstitial space in the neighbourhood of the B substitutional, although this always corresponded to high-energy structures.
Figure 4.12: Relaxed atomic geometries for the B–H\textsubscript{2} complex, where panel (a) shows the relaxed B–H pair for comparison. The most stable structure is shown for the complex as: (b) neutral, (c) negatively charged, and (d) positively charged.

4.4.3 Results on B–H\textsubscript{2}

Structure

The most stable form of the B–H\textsubscript{2} complex was found to depend quite significantly on the charge state of the system. In the neutral state, the first H atom remains close to its position in the B–H pair, while the second H atom lies in a nearby C–C bond. This bond is buckled, with a C–H–C angle of around $138^\circ$, and this structure agrees qualitatively with that found in the earlier cluster DFT study [275].

In the negative charge state, the structure can be regarded as containing H\textsubscript{2} close to the B substitutional. That is, the first H atom is further away from the B atom in [001] than when the system is neutral, while the second H atom also moves away from the B substi-
Table 4.2: Summary of calculated binding energies for the creation of $B-H_2$ complexes. B atoms are substitutional, while $H_i$ refers to interstitial hydrogen. Systems are in the neutral state unless otherwise indicated.

<table>
<thead>
<tr>
<th>Reactants → Product</th>
<th>Binding (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B^- + H_2^+$ → $(B-H_2)^-$</td>
<td>-0.1</td>
</tr>
<tr>
<td>$B-H + H_i^- → (B-H_2)^-$</td>
<td>2.1</td>
</tr>
<tr>
<td>$B + H_2^+ → B-H_2$</td>
<td>0.8</td>
</tr>
<tr>
<td>$B-H + H_i → B-H_2$</td>
<td>0.5</td>
</tr>
<tr>
<td>$B-H + H_{i+} → (B-H_2)^+$</td>
<td>0.7</td>
</tr>
</tbody>
</table>

Substitutional, and closer to the mid-point of its C–C bond, reducing the buckling such that the C–H–C is now 162°. The particular C atom that is involved with the B atom and both H atoms is significantly displaced from its bulk lattice site, and essentially lies in the plane defined by its C neighbours and the B atom.

In the positive charge state, the structure is significantly different. The first H atom remains close to its position in the neutral system, although it has moved in $[\bar{1}\bar{1}0]$, away from one C atom and toward another. Most importantly, the second H atom has moved from a nearby C–C bond to a very strongly buckled B–C bond, such that it lies roughly in the $[110]$ direction from the B atom.

The effect of going from the positive → neutral → negative charge states can then be summarised as movement of the H atoms away from the B substitutional, with the first moving in roughly $[001]$, and the second moving in approximately $[110]$.

**Binding and dissociation-activation energies**

The various binding energies associated with the $B-H_2$ complex and its possible separated components have been calculated using the full formation-energy-based method described in Eqns. 2.65 and 2.66 of Chp. 2, so that the effects of charge states are included. The calculated binding energies are summarised in Table 4.2.

The first finding is that the negatively charged $(B-H_2)^-$ complex is unstable with respect to dissociating into ionised $B^-$ and the stable neutral $H_2^+$ dimer, since the binding energy is negative. However, the value is small, and the problems in calculating the formation energies of charged systems may have introduced large errors into this quantity.
However, the largest binding energy (of 2.1 eV) is against this (B–H$_2$)$^-$ complex dissociating into the neutral B–H pair and a negatively charged interstitial H atom. The large difference with the previous result exists primarily because B is a shallow acceptor, while the acceptor level of H$_i$ is very deep. This means that the dissociation of (B–H$_2$)$^-$ into components including B$^-$ is likely to require less energy than dissociation into components that include H$^-$. The other binding energies, for the neutral and positively charged B–H$_2$ complex, are all quite small. Furthermore, the values associated with the neutral complex and neutral components do not suffer from the aforementioned charge-state problems, and are likely to be more reliable.

The activation energies for dissociation of the B–H$_2$ complex can be estimated by adding the migration barriers of the components to the binding energies. For example, the binding energy of H$_2$ in diamond is around 2.5 eV, while the migration barrier of the neutral H interstitial is close to 1.6 eV, and so the dissociation of H$_2$ into neutral H atoms will have an activation energy of about 4.1 eV [253]. The migration barrier for the proton H$^+$ in diamond is calculated to be $\sim$ 0.2 eV [253], and so the activation energy $E_{\text{act}}$ for the loss of H$^+$ from the (B–H$_2$)$^+$ complex is expected to be 0.9 eV. As it will now be shown, this low value is not compatible with the measured stability of the shallow donor behaviour.

The thermal stability of a defect can be estimated as follows. If a system at temperature $T$ attempts (with frequency $\omega$) to surmount a barrier of height $E_{\text{act}}$, the rate $\nu$ at which it will be successful (neglecting entropy contributions) is given by the Arrhenius equation:

$$\nu = \omega \exp \left( \frac{-E_{\text{act}}}{k_B T} \right),$$

(4.10)

where $k_B$ is Boltzmann’s constant. That is, the rate of successful barrier hops is a fraction of the attempt rate, where this fraction is the proportion of ‘systems’ that have enough energy to jump the barrier, as determined by the Maxwell-Boltzmann distribution.

Choosing $\omega$ to be a typical C–H vibration frequency of $\sim$ 90 THz, the 0.9 eV barrier to dissociation of the (B–H$_2$)$^+$ complex could be surmounted once per second at a temperature of only $\sim$ 52 °C. Alternatively, at the stability temperature of 520 °C, the same 1 Hz dissociation rate for this complex could be achieved with an attempt frequency as
low as $5.2 \times 10^5$ Hz. From yet another point of view, to prevent 1 Hz dissociation up to a temperature of 520 °C, the activation barrier would have to be over twice as high, at 2.2 eV.

The choice of $\nu$ and $\omega$ can be altered somewhat without a large effect on these calculated quantities. The Raman ‘frequency’ of diamond is 1332 cm$^{-1}$ [27, 28], which corresponds to a frequency of $3.99 \times 10^{13}$ Hz, or around 40 THz, and this is often taken as a typical attempt frequency $\omega$. The 600 °C annealing experiments at which the shallow donor behaviour is completely lost were performed for 15 minutes, and so each centre can be expected to surmount the barrier once (i.e. dissociate) in these 900 seconds, or rather $\nu = 1/900$ Hz. Using these values in the same equation suggests that the barrier to dissociation would have to be 2.9 eV to be consistent with these findings.

Therefore, it can be concluded that the B–H$_2$ complex is almost certainly much less stable than the measured electrical conductivity.

**Electrical properties of B–H$_2$**

From the formation energy method (FEM), as described in Sec. 2.8.4 of Chp. 2, the donor level for the B–H$_2$ complex is calculated to lie at $E_v + 1.65$ eV, when taking the most stable form of the complex for each charge state. This level is $\sim 3.9$ eV beneath the CBM using the experimental bandgap, or 2.6 eV beneath the underestimated DFT $E_{CBM}$, and so the complex is certainly not a shallow donor. The FEM also reveals an acceptor level at $E_v + 1.50$ eV (i.e. below the donor level in the gap), which makes B–H$_2$ a negative-U defect.

The marker method (MM, Sec. 2.8.4) has also been used to calculate the donor and acceptor levels of B–H$_2$. For the donor level, the first-principles MM (using bulk as a marker) places it at $E_v + 2.6$ eV, while using the N substitutional as an empirical marker places it at $E_c - 3.0$ eV. Incidentally, using substitutional P as the marker also results in a calculated donor level at $E_c - 3.0$ eV, because—as seen in the previous section—the MM using P reproduces the donor level for N very accurately. Bearing in mind the experimental bandgap of 5.5 eV, these MM estimates are clearly within 0.1 eV of each other, although they predict the level to be about 1 eV closer to the CBM than does the FEM. Nevertheless, the system is still a very deep donor.
With regard to the acceptor level, the first-principles MM places it at $E_c - 3.6$ eV, while using the B acceptor as an empirical marker suggests that it lies at $E_v + 1.8$ eV. Again, these are within 0.1 eV of each other when considering the experimental bandgap. They are not too far from the estimate given by the FEM, and confirm the negative-$U$ character of the system.

Taking the lowest-energy structure for each charge state in these level calculations implicitly assumes that the atoms can easily move between the ground-state structures. If this is not the case, the level has to be estimated by relaxing the positively charged system with its initial coordinates taken from the ground-state neutral structure. However, it was found that doing this made the donor shallower by only a few tenths of an eV.

The electronic band structure for the most stable form of the neutral B–H$_2$ complex is shown in Fig. 4.13, as calculated in a 216-atom supercell. Clearly, the only defect-related level appearing in the band gap lies over 3 eV below the position of the bulk CBM, hence the picture is that of a very deep donor.

By contrast, another ab initio theoretical study on B–H$_2$ complexes in diamond (in which the cluster formalism was used) finds occupied defect-related states located only 1–2 eV below the conduction band, suggesting that B–H$_2$ is (qualitatively at least) a shallow donor [324]. The validity of this result can be called into question when considering that only very small, 35-C-atom clusters were used in the study — in fact, this cluster is known as the diamondoid molecule superadamantane — and so bulk diamond (and its conduction band) was most likely not modelled realistically. Furthermore, AIMview calculations on (pure) superadamantane performed for the present investigation indicate that the lowest unoccupied states in the system are mainly due to the surface C–H bonds, and not the ‘bulk’ diamond, casting doubt on the identification of the conduction band.
However, the most striking fault of the work of Ref. [324] is that the simple B–H defect is found to be an acceptor, even shallower than isolated substitutional boron. This finding is in stark contrast to the experimentally well-known passivation of boron acceptors by single atoms of hydrogen, hence the other results of the study may well be in error.

### 4.4.4 Other boron-hydrogen defects

The results presented here are part of a larger AIMpro study on boron-hydrogen complexes in diamond, detailed fully in Ref. [42]. Higher degrees of hydrogenation were considered, as well as the interaction of B and H with native defects, and the main findings of this further work will be summarised here.

**B–H$_3$ and B–H$_4$ complexes**

The first B–H$_3$ structures considered were all found to be much higher in energy than their potential separated components B–H and H$_2^+$, with even the lowest-energy form of B–H$_3$ being unstable with respect to this separation by around 4 eV.

However, a rather more stable form for B–H$_3$ was found by considering replacing a C–H pair with B in the stable H$_4$ complex predicted by previous AIMpro work [325]. The most likely dissociation path for the neutral B–H$_3$ structure so derived was found to be that into B–H$_2$ and H$_1^+$, although the activation barrier for this is large, at ~ 4 eV.

Nevertheless, all of the B–H$_3$ complexes exhibited Kohn-Sham eigenvalues consistent with only very deep donor behaviour.

The results of modelling B–H$_4$ complexes were very similar. Firstly, the most stable arrangement of four equivalent H atoms around the B substitutional was found to be approximately 4 eV less stable than separated B–H$_2$ + H$_2^+$. Secondly, the most stable B–H$_4$ complex was obtained by replacing a C atom in the H$_4$ structure with boron. However, the ‘fourth’ H atom in this system is very weakly bound, since the (positively charged) complex can dissociate into B–H$_3$ and H$_1^+$ with an activation energy of only 0.9 eV.

Once again, the B–H$_4$ complex acts as a very deep donor, with the first-principles MM
suggesting that it has a \((0/+)+\) level at \(E_v + 1.8\) eV (about \(E_c - 3.7\) eV). Therefore, all of the B–H\(_3\) and B–H\(_4\) complexes considered were found to be deep donors, and most showed significant instability.

**Boron-hydrogen complexes with native defects**

It is possible that, in samples of high boron concentration, some of the boron may be present as interstitial atoms, or complexed with C (self-) interstitials or vacancies. Furthermore, the dangling bonds present in such centres are likely to interact with atoms of hydrogen.

The lowest-energy form of B interstitial was found to be that of a B–C split-interstitial aligned along [001], although a C interstitial adjacent to fourfold-coordinated substitutional B was found to be 0.25 eV lower in energy when neutral. The donor level of the latter was calculated using the first-principles MM to lie at \(E_v + 2.2\) eV, with the former having a similarly deep donor level. Furthermore, the latter B–C\(_i\) defect has a very high formation energy, around 9 eV higher than that of isolated substitutional B.

When adding hydrogen to either form of the complex, it was found in all cases that the first H atom prefers to saturate a dangling bond on a C atom rather than attach to the B atom. For the lowest-energy, single-H structure found, there appears to be no donor level, and an acceptor level at \(E_c - 1.9\) eV.

The addition of a second H atom is also most energetically favourable when it binds to the C interstitial rather than to the substitutional B atom. The binding energy for the reaction B–(C\(_i\)H) + H \(\rightarrow\) B–(C\(_i\)H\(_2\)) is calculated to be 2.4 eV. The complex so formed has only an acceptor level in the bottom half of the bandgap, which can be interpreted as the B acceptor level, perturbed by the presence of the C\(_i\) and H atoms.

The boron-vacancy complex has also been investigated, and it was found that the intimate B–V centre is bound by \(\sim 1.8\) eV with respect to separated B and V. The defect appears to have an electronic structure similar to that of the well-studied N–V centre. From the bulk MM, B–V has an acceptor level at \(E_c - 3.8\) eV and a donor level at \(E_v - 1.1\) eV; the N–V complex has an acceptor at \(E_c - 3.3\) eV and a donor at \(E_v + 1.5\) eV [115].
As with the interstitial-related defects, H prefers to saturate the C dangling bonds rather than those of B. With either one or two H atoms added, the B–V complex has mid-gap acceptor levels, and donor levels only very close to the valence band. With three H atoms, all three dangling bonds of the vacancy are saturated, and the B–V–H$_3$ defect does not have a donor level, although a mid-gap acceptor level due to B remains. The binding energy per H atom in these complexes is very high at 6 eV, making them particularly thermally stable.

The binding of a fourth H atom to B–V–H$_3$ is much less favourable, at around 2 eV, and this B–V–H$_4$ defect has only very deep donor and acceptor levels.

### 4.4.5 Section summary

A wide range of complexes containing boron and several interstitial hydrogen atoms have been investigated using AIMpro. The most promising candidate for shallow donor behaviour, B–H$_2$, is not found to have shallow donor levels in any of the forms considered, and furthermore its stability is not consistent with the results of annealing experiments. Boron defects with three or four H atoms appear to be either passive or to exhibit only very deep levels. The same is true of complexes containing interstitial B or C with hydrogen, and similar defects containing a vacancy.

There is therefore no evidence from this modelling study that complexes of boron and hydrogen in diamond can give rise to shallow donor activity, and the results of additional experimental studies are required in order to get a better understanding of the apparent $p$-type to $n$-type conversion of certain samples.
4.5 Nitrogen-silicon complexes: Isovalent-donor coupling

In a theoretical work of 2003, the suggestion was made that a complex of N and Si substitutionals in diamond would be energetically stable, and give rise to a very shallow donor level [271]. The defect is composed of a N substitutional, surrounded by four Si substitutionals as its first neighbours. The shallow donor behaviour supposedly arises from level repulsion, whereby the occupied levels of the Si atoms increase the energy of the donor level on the N atom, making it a shallower donor.

In this section, the results of modelling this N–Si$_4$ complex with Aimpro are reported and compared against those from the original work. The calculations were all performed with the standard lattice parameter, sampling grid, etc. as described in previous sections.

4.5.1 Results

Structure

In the 64-atom supercell, the neutral complex adopted $T_d$ symmetry from all of the starting positions, including one with a large initial off-site distortion for the N atom. In this supercell, the relaxed N–Si bond lengths were 107.1% of the bulk C–C length, while the Si–C bonds to second-nearest neighbours of the N substitutional were 111.0% of the bulk length.

However, in the 216-atom supercell, the randomised starting positions led to the discovery of a structure with lower energy than the $T_d$ system, possessing approximate $D_2$ symmetry. A repeated calculation with ‘exact’ $D_2$ symmetry given to the initial coordinates underwent a relaxation to the same total energy.

In the N–Si$_4$ complex, one can define two planes as those containing: (i) the N atom and the ‘upper’ two Si atoms, and (ii) the N atom and the ‘lower’ two Si atoms. In the $T_d$ structure, these planes are at 90° to each other, and are mirror planes. In the $D_2$ structure, these planes are slightly twisted toward each other, forming an angle $< 90°$, and are therefore no longer mirror planes. However, the three $C_2$ symmetry axes of the $T_d$ structure remain. Nevertheless, the energy saving of this $D_2$ structure over the $T_d$
structure is small, at 20 meV. The relaxed $D_2$ structure is shown in Fig. 4.14.

The N–Si bonds in the $D_2$ structure are still equivalent, and relaxed to 107.3% of the bulk length. The three Si–C bonds on each Si atom are no longer equivalent: one is 113.1% of the bulk length, while the other two are 111.6%. The slightly longer bond lengths in the 216-atom supercell reflect the large strain that the complex exerts on the surrounding material, and the need for a large supercell to adequately contain such a defect.

Repeating the calculation once more with the symmetry of the initial coordinates raised from $D_2$ to $D_{2d}$ gave rise to a structure with exactly the same total energy (to within the accuracy of the code) as the final $D_2$ structure. This suggested that the structure given initial $D_2$ symmetry in fact relaxed to a $D_{2d}$ arrangement. A proper analysis using a brute-force symmetry-determination routine confirmed that it had indeed relaxed from $D_2$ to $D_{2d}$ symmetry.

Minor structural changes aside, it appears that the compressive strain on the N substitutional arising from its four Si neighbours has prevented the atom from undergoing the pseudo-Jahn-Teller distortion to $C_{3v}$ symmetry, as seen with the bare N substitutional. This has prevented its extra electron from lowering its energy and the centre from becoming a deep donor.

In the +1 charge state, the $T_d$ symmetry was maintained, as intuitively expected, in both supercells. In terms of bulk C–C lengths, the N–Si bonds were 107.4% and the Si–C bonds were 110.8% in the 64-atom supercell, while in the 216-atom supercell the corresponding values were 108.4% and 111.7%.
Binding energy

The binding energy $E_b$ of the N–Si$_4$ complex in diamond can be calculated using

$$E_b = [E(N) + 4E(Si) - n_C \mu_C] - E(N-Si_4), \quad (4.11)$$

where $E(N-Si_4)$ is the total energy of the diamond supercell containing the N–Si$_4$ defect, $E(N)$ is that of a similarly sized supercell containing the bare N substitutional, and $E(Si)$ is the same for the Si substitutional. $\mu_C$ is the chemical potential of a C atom in diamond, and in this case, the multiplier $n_C$ is equal to four times the number of atoms in the supercells being used. Hence, the $n_C \mu_C$ term is equivalent to four times the total energy of a bulk supercell of the same size as those used in the defect calculations.

The results from the 64-atom supercells indicate that the N–Si$_4$ complex is bound by 3.04 eV, while those from the 216-atom calculations give a binding of 3.69 eV. The authors of the original paper quote a binding of 3.17 eV, from using a 128-atom supercell [271]. The significant difference in these figures exposes the shortcomings of using small supercells to model such a large defect. Nonetheless, the complex is strongly bound with respect to isolated substitutional species.

Electronic properties

The electronic band structure was calculated for the N–Si$_4$ complex with both $T_d$ and $D_{2d}$ symmetry in the 216-atom supercell, and a comparison in the region of the conduction band is shown in Fig. 4.15. In the $T_d$ system, the highest occupied state is clearly degenerate with the lowest unoccupied state (at least at $\Gamma$, a point close to M, and for most of $R \rightarrow \Gamma$), while in the $D_{2d}$ system, the distortion has split the occupied and unoccupied levels by at least $\sim 0.1$ eV throughout the BZ.

In both cases, the defect states lie very close to the conduction band (within 0.5 eV), and the highest occupied level shows about 0.4 eV of (peak-peak) dispersion. The only perturbation to the valence band states (not shown) occurs around the R point of the BZ, and is presumably due to the isoelectronic Si atoms.

The marker method with P was used to infer the donor level of the N–Si$_4$ complex. The 64-atom supercell results suggest that the level lies at $E_c - 0.28$ eV, corresponding to an
activation energy of around half that of P. However, in the 216-atom supercell, the donor level is much deeper, and very close to that of P, at $E_c = 0.62$ eV. Again, this discrepancy shows the weakness of using a 64-atom supercell for this defect.

These calculated donor levels are significantly deeper than the $E_c - 0.09$ eV predicted in the original work [271]. That result is perhaps compatible with regarding the defect as a nano-inclusion of (3C-) SiC in diamond, containing a substitutional N donor. The donor level of N in SiC is very shallow, at about $E_c - 0.05$ eV [326]. However, this ‘inclusion’ is diamond is very highly strained, as is evidenced by the expansion of the Si–C bonds (and the bond-length mismatch of ~ 20% between 3C-SiC and diamond), hence it does not represent a bulk-SiC-like local environment for the N donor, and it should not be expected to show the same behaviour as substitutional N at a C site in bulk SiC.

Furthermore, the calculational method used in the original work is seen to underestimate the activation energies of the well-known defects P and N (respectively 0.38 and 1.59 eV, compared to the experimental 0.6 and 1.7 eV), whereas the present work has been shown previously to avoid this problem. It is therefore quite likely that the quoted 0.09 eV for N–Si$_4$ is also underestimated.
The N–Si₃ complex

The complexity of the N–Si₄ defect raises questions about its formation. It is therefore interesting to examine the properties of the ‘partially formed’ N–Si₃ version of the complex, where one of the first neighbours of the N atom is a normal C atom. When perfect (on-lattice-site) initial coordinates are used, this complex has C₃ᵥ symmetry, and it is envisioned that the N atom will distort along the N–C axis, most likely lowering the energy of its extra electron and becoming a deeper donor.

The N–Si₃ complex has been modelled in the 216-atom supercell, and the results of structural optimisation are shown in Fig. 4.16. As expected, the N atom is repelled by the large Si atoms and moves away from them in [111], toward the unique C atom. For the neutral complex, the N–C bond length is quite short, at 90.8% that of a bulk C–C bond, while the three equivalent N–Si bonds are elongated, at 111.2%. In the positive charge state the structure is very similar, although the distortion is not so dramatic, in that the N–C and N–Si bond lengths are respectively 93.9% and 110.6% of a bulk C–C length. In both charge states, random displacements of the initial coordinates did not lead to the formation of any other structures.

Despite sharing the same symmetry, this distortion is significantly different to that of bare substitutional N in diamond, in that there the N atom moves away from a single C neighbour toward interstitial space (Fig. 4.4), while here it is pushed toward its unique C neighbour, shortening the N–C bond.

The calculated band structure for the C₃ᵥ N–Si₃ complex is shown in Fig. 4.17, and suggests that its donor level is quite deep. Comparison of total energies with those of substitutional P indicates that this donor level is located at $E_c - 1.11$ eV. This is about half an
electron-volt deeper than that of the complete N–Si$_4$ defect, and about half an electron-volt shallower than the level calculated for the bare N substitutional, placing the N–Si$_3$ level mid-way between these extremes.

### 4.5.2 Section summary

The N–Si$_4$ defect is a genuine donor in diamond, although it is not unambiguously a shallower donor than substitutional P. The defect is large, and causes considerable expansion of the diamond lattice, hence very large supercells are required to accurately model it within bulk-like material. The defect is expected to be stable, since it is bound by more than 3 eV, although its complexity means that it is not clear how it might be formed in large concentrations in practice. The ‘partially formed’ N–Si$_3$ defect appears to possess a deep donor level, and furthermore the ‘empty’ Si$_4$ component (where a C atom lies at the core instead of a N atom) is predicted to be unstable by itself [271].

The results of the original work have most likely underestimated the activation energy of the N–Si$_4$ donor, by using supercells of insufficient size, together with a calculational method that consistently underestimates activation energies.
4.6 Chapter summary

The results of modelling a variety of point defects in diamond have been presented in this chapter. After confirming that the theoretical method accurately reproduces the structural and electronic properties of bulk diamond, defects that are currently considered to be candidates for shallow-donor behaviour were investigated.

First, the chalcogens, pnictogens, and their hydrogen complexes were studied, since these include defects that are known to behave as shallow donors in silicon. The results suggest that arsenic and antimony impurities can act as donors shallower than phosphorus, which is currently the most favoured dopant used in practice. While the size of the antimony atom may render its incorporation into diamond impossible, it may be that the smaller arsenic impurity could be introduced via the same mechanism of favourable surface chemistry by which phosphorus is grown into diamond. However, arsenic is likely to bind strongly to vacancies, which would remove its shallow-donor behaviour. Meanwhile, the chalcogen-hydrogen complexes only appear to behave as donors similar to, or deeper than substitutional phosphorus.

Next, the interaction of hydrogen with boron was studied with a view to explaining the shallow-donor behaviour recently observed in experiments on deuterated, boron-doped diamond samples. However, none of the many forms of boron-hydrogen complex modelled exhibited any signs of shallow-donor activity, while the stability of the most promising candidate does not match the experimental findings. Furthermore, no shallow donors were found by modelling interstitial boron and its complexes with hydrogen or vacancies. Therefore, the experimental results remain without a theoretical understanding.

Finally, a nitrogen-silicon defect suggested as a potential shallow donor has been critically studied. The most reliable results of the present modelling indicate that this complicated defect could only represent a donor with an activation energy comparable to that of the simple phosphorus substitutional. Indeed, the complexity of this defect raises serious doubts with regard to its formation in real material.
Chapter 5

Diamond surfaces

“Nothing is rich but the inexhaustible wealth of Nature. She shows us only surfaces, but she is a million fathoms deep.”
— Ralph Waldo Emerson

The work presented in this chapter has been published as Refs. [327, 328].

5.1 Introduction

Surfaces can be said to be the largest defects present in every real material. The transition from bulk material to vacuum, gas, or liquid overlayer inevitably introduces dangling bonds, impurity-atom termination, atomic reconstructions, electric dipoles, or at the very least unusual coordination of the atoms at the surface [329–332]. An understanding of the nature of a material’s surface and its effect on the properties of the bulk is of great importance to those wishing to exploit that material’s characteristics. In particular, the effect of the ambient atmosphere on surface properties — especially over time — is a factor to consider in the design of devices in many fields.

For diamond, the most technologically important surfaces are those with {001} and {111} orientations, as a consequence of the way that diamond crystals grow during the CVD process. Figure 5.1 shows a cross-section through a single diamond crystal during growth.
Figure 5.1: Schematic vertical cross-section through a single diamond crystal during the CVD growth process, with a magnified atomic structure shown within it. The $x$, $y$, and $z$ directions are those of the conventional unit cell, and here $z$ is the primary growth direction.

The exposed faces are those of \{111\}, \{001\}, \{110\}, and \{113\} sectors, with their surface areas decreasing in that order. The dominance of the \{111\} and \{001\} faces is due to the fact that these are the slowest-growing faces \cite{333,334}, hence they remain behind once the faster-growing surfaces have grown themselves out of existence. For the same reasons, the randomly orientated crystallites in polycrystalline diamond films have predominantly \{111\} and \{001\} faces exposed. Another reason for the importance of \{111\} surfaces is the fact that fracture of diamond is dominated by cleavage on the \{111\} planes.

### 5.1.1 Surface dipoles

When diamond is terminated by an impurity species $X$, differences in electronegativity between atoms of C and $X$ will lead to polarisation of the C–$X$ groups on the surface. Thus C$^{\delta+}$–$X^{\delta-}$ or C$^{\delta-}$–$X^{\delta+}$ dipoles can be present, with the strength and sense depending on the relative electronegativities. Such dipoles essentially present either ‘upward’ or ‘downward’ ramps in electrostatic potential to charged species that approach the surface.
C^{\delta^-}X^{\delta^+}$ dipoles represent a downward ramp in potential that aids electrons attempting to escape from the bulk diamond out into vacuum, whereas $C^{\delta^+}X^{\delta^-}$ groups on the surface serve to prevent electrons from being emitted. From an energy-level point of view, the strength and sign of the surface dipoles will determine a systematic shift in the energy bands for electrons in the material, with $C^{\delta^-}X^{\delta^+}$ dipoles moving the energy levels upward with respect to the vacuum level (meaning that less energy is required to reach the vacuum states), and $C^{\delta^+}X^{\delta^-}$ dipoles pushing the energy bands down.

### 5.1.2 Band bending

The phenomenon of band bending has important implications for the technological use of diamond in applications that exploit surface properties, such as electron emission. It refers to changes in the position of the electronic energy levels in the material as a function of distance from the surface.

In general, the presence of defect states in the bulk material and surface states at the edges promotes electron transfer and the creation of electric fields. Such fields will either encourage or discourage electrons from approaching the surface, in other words lowering or raising the energy bands toward the surface. The mechanisms are described more fully in Figs. 5.2 and 5.3.
Figure 5.2: Schematic of the mechanism for band bending in $n$-type material. (a) The Fermi energies $E_F$ of the bulk and surface regions of a material do not typically coincide, encouraging electron transfer from neutral donor impurities ($D^0$) to unoccupied surface-related states ($S^0$). (b) During charge transfer, an electric field is created between ionised donors ($D^+$) and the negatively charged surface ($S^-$), which causes the energy bands to bend upward toward the surface. This process continues until the bulk and surface Fermi levels are aligned and the system is in equilibrium (pictured).

Figure 5.3: Schematic showing band bending in $p$-type material, which can be thought of as the ‘mirror image’ of the mechanism in $n$-type material. (a) Non-alignment of the bulk and surface Fermi energies causes multiple electronic transitions, equivalent to holes being transferred from neutral acceptor impurities ($A^0$) into occupied surface-related states ($S^0$). (b) During charge transfer, an electric field points from the positively charged surface ($S^+$) to the negatively charged acceptors ($A^-$) in the bulk, causing downward band bending to occur toward the surface. This continues until the bulk and surface Fermi levels come into alignment.
5.2 The effect of hydrogen and oxygen on diamond surfaces

It is well known that diamond surfaces can exhibit the phenomenon of negative electron affinity (NEA, Fig. 2.3(b)) [335–338] and possess low ionisation potentials (IPs), provided that they are covered by a layer of chemisorbed hydrogen. This property makes diamond a promising material for applications requiring electron emission, such as cold cathodes.

Hydrogen termination is also understood to be a prerequisite for the high $p$-type surface conductivity observed [60] on many diamond samples—a phenomenon that can be explained by the transfer doping model [57, 339–341]. In this scheme, the diamond valence-band maximum (VBM), raised in energy by the effect of the H termination, is close in energy to an unoccupied electronic state offered by an adsorbate material, such as the aqueous layer that forms on surfaces exposed to atmosphere. Electrons then flow from the diamond to the adsorbate, leaving behind a layer of accumulating holes that are responsible for the planar $p$-type conductivity. This mechanism is described in more detail in Sec. 6.1.2 of the next chapter of this thesis.

However, diamond surfaces terminated with oxygen exhibit large positive electron affinities (PEAs) and very large ionisation potentials [54, 55, 336]. Furthermore, photoemission spectra suggest that molecular oxygen is easily adsorbed onto any isolated carbon dangling bonds on a partially hydrogenated diamond (001)-(2×1) surface [342]. Therefore, knowledge of the interaction of oxygen and hydrogen on diamond surfaces is crucial for the effective manufacture of devices exploiting NEA or the transfer-doping effect, and in estimating the operational lifetimes of such devices.

In this part of the present investigation, the electronic and structural properties of the low-index surfaces of diamond with various terminations have been investigated using AIMpro, and the results are compared against those from other modelling work, and the results of experimental studies. The clean and hydrogen-terminated surfaces have been investigated for the (001), (110), and (111) surface orientations, while the effect of oxygen termination and its interaction with hydrogen have been investigated in detail on the technologically important (001) surface. First, the basic nature of the diamond surfaces will be discussed.
5.2.1 Clean surfaces

On the clean (001) surface, neighbouring C atoms come together to form double-bonded (C=C) dimers, as shown in Fig. 5.4(a), which introduce occupied \( \pi \) and unoccupied \( \pi^\ast \) states into the bandgap of the electronic structure. Perpendicular to the bonds, the dimers are separated from one another by \( 1/\sqrt{2} \) of the conventional lattice parameter (i.e. by about 2.5 Å), and this (001)-(2\( \times \)1) surface is non-metallic.

The clean (110) surface is notable in that it does not undergo any reconstruction, since the single dangling bond on each C atom simply contributes to the formation of a delocalised \( \pi \) network that extends along the zig-zag chain of bonded C atoms on this surface. This (110)-(1\( \times \)1) surface, shown in Fig. 5.5, therefore shows semi-metallic behaviour.
To create surfaces with a (111) orientation, it is clear that bulk diamond can be cleaved in two distinct ways to expose two types of (111) surface: one in which each C atom possesses a single dangling bond (SDB) pointing exactly normal to the surface, and another in which each C atom is left with three dangling bonds (triple dangling bond, TDB). As intuitively expected, it requires less energy to break one bond per C atom than three, and so the SDB (111) surface has a lower surface energy than the TDB surface, hence it appears much more often in practice. This is the so-called bond-scission argument for surface stability.

The clean, SDB (111) surface is well known to exhibit a dramatic reconstruction to the Pandey-chain structure [343, 344] (Fig. 5.4(b)), in which it becomes more like that of the clean (110) surface. The exposed C atoms form upper and lower zig-zag chains that run in parallel across the surface. Since the uppermost of these atoms are only threefold coordinated, they share a delocalised \( \pi \) network running along the chain, causing this (111)-(2\times1) surface to exhibit semi-metallic properties.

The TDB form of the (111) surface undergoes a similar reconstruction, to Seiwatz chains [345, 346], which are equivalent to Pandey chains with the uppermost (\( \pi \)-bonded) C atoms removed (although doing this causes the new uppermost atoms to become \( \pi \)-bonded). However, even with reconstruction, this surface has a higher surface energy than the SDB Pandey-chain surface, and is therefore formed much less often in practice.

### 5.2.2 Hydrogenated surfaces

The mono-hydrogenated, (001)-(2\times1):H surface is widely accepted to be the most stable form of the hydrogen-covered (001) surface under normal conditions [347–349], and so this was the form studied in this work. The addition of hydrogen removes the \( \pi \) and \( \pi^\ast \) states from the electronic structure, as the surface dimers change from double (\( \pi \)) to single (\( \sigma \)) bonds.

Hydrogenation of the clean (110) surface is similarly straightforward: an H atom is simply attached to each of the uppermost C atoms, increasing their coordination from three to four, and thus removing the extended \( \pi \) network and the associated semi-metallic behaviour. This surface is denoted by (110)-(1\times1):H.
For the (111) orientation, mono-hydrogenation of both the (SDB) bulk-terminated and the Pandey-chain–reconstructed surfaces was investigated, these becoming respectively the (111)-(1×1):H and (111)-(2×1):H surfaces. Again, this hydrogenation will remove the semi-metallic nature of the reconstructed clean surface.

### 5.2.3 Oxygenated (001) surface

There are two most plausible configurations for oxygen on the (001) surface, neither of which involve surface reconstruction. These are: (a) the ‘ketone’ form, in which the O atom is double-bonded to a single surface C atom, with the axis of this carbonyl group normal to the surface; and (b) the ‘ether’ arrangement, in which the O atom bridges two surface C atoms and makes a single bond to each. The relaxed structures for these (001)-(1×1):O forms are shown later, in Fig. 5.18.

### 5.2.4 Hydroxylated (–OH-terminated) (001) surface

The presence of hydroxyl groups (–OH) on diamond surfaces has been demonstrated by organic chemical reactions, wetting angle measurements, and XPS [350]. The hydroxylated (001) diamond surface has been theoretically modelled before [56, 351], although the exact atomic geometry was not reported. In the present investigation, this surface has been investigated by attaching –OH groups to the (2×1) reconstructed (001) surface (in analogy to H termination), and performing relaxations with several initial coordinates for the O and H atoms.

### 5.3 Particulars of the method

#### 5.3.1 General

The three surface orientations were modelled using a slab-supercell geometry (as mentioned in Sec. 2.11). Orthorhombic unit cells were devised such that when repeated by orthogonal \( \vec{x}, \vec{y}, \vec{z} \) lattice vectors (given in Table 5.1), slabs of diamond with infinite extent in the \( x, y \)-plane are formed, separated by layers of vacuum at least 25 Å thick in \( z \).
Table 5.1: Orthogonal $\vec{x}$ and $\vec{y}$ lattice vectors along which unit cells of diamond are repeated to form infinite slabs with the $z$ direction as the desired surface normal. $a_0$ is the lattice parameter of the conventional (cubic) unit cell for diamond, and the vector lengths from using $a_0 = 6.68$ a.u. are also given. Finally, the density of dangling bonds (DBs) for each clean, unreconstructed surface is shown.

| Surface | $\vec{x}$ | $|\vec{x}|$ | $\vec{y}$ | $|\vec{y}|$ | DBs: per atom | per area $a_0^2$ |
|---------|-----------|-----------|-----------|-----------|---------------|---------------|
| (001)   | $a_0 (1, 1, 0)$ | 5.00      | $a_0 \left(\frac{1}{2}, \frac{1}{2}, 0\right)$ | 2.50      | 2             | 4.00          |
| (110)   | $a_0 (0, 0, 1)$ | 3.53      | $a_0 \left(\frac{1}{2}, \frac{1}{2}, 0\right)$ | 2.50      | 1             | 2.83... (2$\sqrt{2}$) |
| (111)   | $a_0 \left(\frac{1}{2}, \frac{1}{2}, 1\right)$ | 4.33      | $a_0 \left(\frac{1}{2}, \frac{1}{2}, 0\right)$ | 2.50      | 1             | 2.31... (4/$\sqrt{3}$) |
|         |            |           |           |           | 3             | 6.93... (12/$\sqrt{3}$) |

The supercells for all surface slabs contained 28 C atoms (forming 14 planes of diamond), plus any required atoms of H or O for modelling the various surface terminations.

This number of diamond layers and the thickness of the vacuum region are both larger than those used in many similar studies [56, 351–356], and gave well-converged total energies. In all cases, the ‘upper’ and ‘lower’ surfaces of the slab were reconstructed and terminated identically, in order to add either inversion or reflection symmetry to the system. Also, any modification made to the atomic geometry (such as changing the initial coordinates for structural relaxations) was the same on the upper and lower surfaces. This scheme helps to speed up the calculations, and also to avoid any spurious effects that might arise from the presence of C–H dipoles if the dangling bonds on the underside of the slab were to be saturated using H atoms.

Monkhorst-Pack grids [97] of special k-points were generated for sampling the Brillouin zone (BZ) of each system. Grid parameters were varied independently for each supercell until its total energy was converged to within $1 \times 10^{-5}$ Ha ($\sim 3 \times 10^{-4}$ eV), and a grid of $8 \times 16 \times 1$ k-points was found to be more than sufficient to give converged total energies for all of the slab systems modelled. A grid of at least this density was used in all of the calculations.

System charge densities were Fourier-transformed using plane waves, as per usual. Total energies for all of the slab systems were converged to within $1 \times 10^{-5}$ Ha when using a plane-wave energy cut-off of 300 Ha.

Atomic relaxations were performed via a conjugate-gradient scheme until the energy
change between subsequent iterations of structural optimisation became less than $1 \times 10^{-5}$ Ha. In all cases, this criterion corresponded to the maximum force acting on any atom in the final iteration being less than $1 \times 10^{-3}$ Ha/a.u.

For each system, the $x$, $y$-plane-averaged electrostatic potential was calculated as a function of position along the $z$ axis (the normal to the surface planes), as described in Sec. 2.11.2. The value of the flat potential $V_{\text{vac}}$ in the vacuum region was thus determined for each system, so that the electrical levels of different systems could then be compared by aligning their respective values of $V_{\text{vac}}$.

For all surface orientations, the plane-averaged potential was also calculated for a supercell of the same dimensions but containing only bulk diamond. The potentials were then compared with the corresponding potentials from the slab/vacuum system, so as to ensure that enough layers were present in the diamond slab to adequately represent bulk material toward the middle layers. Figure 2.4 of Chp. 2 in fact shows the potential plot for the (001)-(2×1):H surface, compared against that for bulk diamond filling a supercell of the same dimensions.

### 5.3.2 Electron affinity and ionisation potential

The method used for calculating the electron affinity (EA), ionisation potential (IP), and work function (WF) for each of the various diamond surfaces has been described previously, in Sec. 2.11.2. It is important to note that in practice, each of these quantities can be given as a surface-related or a bulk-related property, depending on whether the experimental method used probes surface-related electronic states, or the bulk energy bands deep in the material.

To first order, the EA for a semiconductor solid is the energy difference between the vacuum level and the lowest unoccupied bulk or surface state, while the IP is the difference between the vacuum level and the highest occupied (bulk or surface) state. In order to differentiate between the bulk/surface definitions, electron affinities $\chi$ and ionisation potentials $I$ will be given as $\chi_{\text{surf}}$, $\chi_{\text{bulk}}$, $I_{\text{surf}}$, and $I_{\text{bulk}}$, where the surface quantities are calculated using the energies $E_{\text{HO}}$ and $E_{\text{LU}}$ taken from the band structure of the slab system, and the bulk quantities are determined using $E_{\text{VBM}}$ and $E_{\text{CBM}}$ derived from modelling bulk material and aligning electrostatic potentials (see Sec. 2.11.2 and Fig. 2.4).
5.3.3 Treatment of the vacuum region

Since this work makes use of localised (Gaussian) basis functions, which decay rapidly away from the atoms on which they are centred, it could be argued that the vacuum region in a slab calculation is incorrectly treated, as there are no basis functions available to model any electronic state that should exist in that region. This issue does not occur in simulations that use plane-wave basis functions, since such functions are not localised but rather extend over the whole supercell. Nevertheless, the treatment of electronic states in vacuum is not normally a matter of concern when modelling semiconductor surfaces, since the vast majority of materials have considerable positive electron affinities; that is, their conduction-band minima lie well below the vacuum level, and one is not typically concerned with states high above the CBM.

However, in the case of diamond, a negative electron affinity is expected for some surfaces, and it must therefore be ensured that there are sufficient basis functions present to model any unoccupied surface states having energies above or around the vacuum level, as they may extend significantly into the vacuum region in real space. Extra basis functions have been added into the vacuum region in these calculations by means of ghost atoms. These are atom-like entities that have zero nuclear charge and zero (i.e. flat) pseudopotentials, but that provide Gaussian basis functions centred on their coordinates. The ghost atoms used in this study were given 16 s- and p-like functions (with four exponents), and a cubic array of ghost atoms was created in the vacuum region of each surface slab. The exponents of the ghost-atom functions were adjusted so that a system containing just the cubic array of ghost atoms displayed a free-electron–like band structure; that is, a set of parabolic energy levels with the lowest starting from zero (the vacuum level) at the $\Gamma$ point. The

![Figure 5.6: Calculated electronic band structure for an infinite cubic array of ghost atoms, created using one ghost atom in a cubic supercell of side length $a_0/\sqrt{2}$, where $a_0$ is the conventional lattice parameter of diamond.](image)
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calculated band structure for the purely ghost-atom system is shown in Fig. 5.6, and confirms that they provide free-electron states that are accurate \(\text{i.e. parabolic}\) over at least the first 20 eV above the vacuum level.

5.3.4 Correction to the calculated electron affinities

The use of Kohn-Sham density-functional theory is well known to lead to an underestimation in the energies of a system’s excited states. As shown earlier in Sec. 4.2, band structure calculations performed for pure bulk diamond give an indirect bandgap of 4.22 eV, while experimentally this is measured to be 5.48 eV at low temperatures [9]. In addition, the calculated direct bandgap with this set-up is 5.66 eV, and experimentally it is around 7.3 eV [30–33].

It is apparent then that both experimental bandgaps can be recovered if the theoretical bandgaps are multiplied by a factor of around 1.3. Since both gaps involve the position of the diamond VBM (at the \(\Gamma\) point), this correction is equivalent to scaling the theoretical unoccupied states upward in energy, with reference to the VBM. It is also clear that a systematic upward \textit{shifting} of the unoccupied states by a constant amount would not be as effective a correction. Furthermore, the upward shifting, or ‘scissors operator’, has been shown to be considerably less effective in correcting the band structure for diamond than in the case of other semiconductor materials [278].

Therefore, estimated surface electron affinities \(\chi_{surf}\) have been calculated in this investigation by scaling the lowest unoccupied state in each surface system upward in energy, with reference to the bulk VBM, by a factor of 1.297. However, the electronic band structures are plotted without this correction.

In several other theoretical studies regarding the EA of diamond, the calculated conduction-band states are discarded rather than corrected, and the experimental bulk bandgap is added to the calculated VBM in order to give the position of the bulk CBM [56, 343, 351, 354]. This gives the same value for bulk electron affinities \(\chi_{bulk}\) as the method used in this investigation, although it says nothing about the energies of any surface states and hence the value of the surface electron affinity \(\chi_{surf}\).
5.3.5 Surface dipole moments

A simple electrostatic dipole model can be used to calculate the difference in surface dipole moment \( \Delta p \) between two different surface terminations, once the difference in their bulk electron affinities \( \Delta \chi \) is known [351].

The change in electrostatic potential \( \Delta \phi \) when crossing from one side of an infinite sheet of electric dipoles to the other can be given by the relation

\[
\Delta \phi = \frac{q_e p}{\epsilon_0 A},
\]

(5.1)

where \( q_e \) is the charge on the electron, \( \epsilon_0 \) is the electric constant, and \( p/A \) is the dipole moment per unit area of the sheet.

When considering two surfaces (say \( a \) and \( b \)) of the same material, that differ only in their reconstruction and termination, the difference between their values for \( \Delta \phi \) will be the same as the difference in their bulk electron affinities, since all other sources of change in potential (such as the transition from bulk to vacuum) can be considered identical and will cancel. Hence, \( \Delta \chi = \Delta \phi_b - \Delta \phi_a \), which gives

\[
\Delta p = \frac{\epsilon_0 A}{q_e} \Delta \chi,
\]

(5.2)

in which \( \Delta p = p_b - p_a \) is the sought-for difference in dipole moment between the two surfaces. The notional area \( A \) is necessarily the same in systems \( a \) and \( b \), and in this work using the supercell \( x, y \)-area is appropriate.

In this way, the change in dipole moment \( \Delta p \) relative to that of the clean surface with the same orientation has been calculated for each surface termination. For the (001) surfaces the unit cell area \( A \) is 12.50 \( \text{Å}^2 \), for the (110) surfaces it is 8.84 \( \text{Å}^2 \), and for the (111) surfaces \( A = 10.82 \text{Å}^2 \) (see Table 5.1).

5.4 Results

The electronic band structure for each surface system has been calculated along a route in its BZ connecting the \( \mathbf{k} \)-points defined in Fig. 5.8. Since in each case the \( \mathbf{z} \) lattice vector is so large, its reciprocal lattice vector is small enough to remove the need to explore this
5.4.1 (001)-(2×1) clean surface

The most characteristic property of the standard structure for the clean (001) surface is the dimer bond length, and in these calculations it has a value of 1.37 Å (Fig. 5.7). This matches exactly the value found in other LDA-DFT calculations [354, 357]. Another notable feature of the structure is the buckling of the atomic layers. The buckling can be quantified by measuring differences in z coordinate (Δz) for the pairs of atoms that form each layer. Counting the C=C dimer as the first layer, only the third and fourth atomic layers show significant buckling, having Δz values of 0.26 and 0.15 Å respectively. This also means that the surface dimers are not tilted to any degree, unlike on the surfaces of silicon and germanium; again, this is standard.

The electronic band structure for the surface supercell can be seen in Fig. 5.8, where it is
Figure 5.8: The labelling of k-points in band structure diagrams, and the appropriate plot for the clean (001) surface. The box in (a) represents the real-space supercell for a surface slab, and (b) shows its corresponding Brillouin zone. The irreducible portion is shown in (c) with k-point labels. On the right is the electronic band structure calculated for the clean (001) diamond surface. The zero of the energy scale is the vacuum level of the system. Occupied and unoccupied electronic levels are indicated by thick and thin lines respectively. The shaded regions represent the aligned band structure for a similar supercell containing only bulk diamond.

shown superimposed upon the band structure calculated for a supercell of bulk diamond. The π and π* states arising from the double bond in the dimer of the surface system are conspicuous in the bandgap of the bulk material. The occupied π state rides along the top of the bulk conduction band at the Γ point, where the lower, bulk-like levels of the slab system have been perturbed downward in energy somewhat. The emergence of the occupied surface state into the bandgap and its heavy dispersion in regions away from the zone centre are in good qualitative agreement with results from angle-resolved photoelectron spectra [347].

From the bulk VBM, a value of $I_{\text{bulk}} = 6.11$ eV is obtained, while the maximum of the highest occupied surface state corresponds to a lower IP of $I_{\text{surf}} = 5.85$ eV. The CBM lies well below the vacuum potential, and when the upward scaling correction is applied, it corresponds to $\chi_{\text{bulk}} = +0.64$ eV. This value is very close to the 0.69 eV obtained in previous theoretical work in which 10-layer slabs were used [351]. The minimum of the lowest unoccupied slab state (on the π* state at the M point) lies much lower than the
CBM, and gives rise to a large EA of $\chi_{\text{surf}} = +3.99$ eV for this surface, after correction.

### 5.4.2 (110)-(1×1) clean surface

Since the clean (110) surface does not undergo any reconstruction, the only atomic relaxation that occurs is movement of the uppermost C atoms (since they are not tetrahedrally coordinated, but rather support the delocalised $\pi$ network running along the zig-zag chain), and shifting of the top few layers of material in the $z$ direction (normal to the surface).

In the plane of the surface, the C–C bond length on the uppermost layer (i.e. along the zig-zag chain) contracted to 1.42 Å, or 92.9% that of a bulk C–C length, while on the second layer (in which the C atoms are approximately tetrahedrally coordinated), the bond length along the chain is 1.49 Å, or 97.6% of a bulk length. The corresponding bonds in the third, fourth, and fifth layers from the surface are respectively 99.8%, 99.9%, and 100.0% of a bulk C–C length.

In the direction normal to the surface, the uppermost C atoms have moved downward (toward the bulk material) by 0.17 Å relative to their initial (perfect bulk) positions, while the atoms of the second layer have in fact moved upward, by about 0.03 Å. The third and deeper layers have essentially remained in their bulk-like positions.

To investigate the possibility of dimerisation on the clean (110) surface, the atomic coordinates from the relaxed system were taken, and a symmetry-breaking dimerisation was created by moving the uppermost (and lowermost) C atoms in $\pm y$ so that alternating C–C bond lengths along the zig-zag chains were 1.33 and 1.52 Å rather than the aforementioned 1.42 Å. All atoms in the system were then allowed to relax. However, no evidence for dimerisation was found, since the atoms relaxed back to their original positions (giving equivalent 1.42 Å bonds in the chain), while the final total energy was identical to that of the previous calculations.

This test was repeated with a greater degree of dimerisation given to the initial coordinates (bond lengths of 1.15 and 1.71 Å), and the results were the same, in that the bonds relaxed to 1.42 Å, and the total energy was exactly the same as before. Therefore, this model does not support dimerisation on the clean (110) surface.
The electronic band structure for this clean (110) surface is shown in Fig. 5.9. The energy bands of bulk diamond align very well with the levels from the surface slab, and the VBM corresponds to $E_{\text{bulk}} = 6.68$ eV. When corrected for the underestimated bandgap, the bulk electron affinity $\chi_{\text{bulk}} = 1.21$ eV.

The semi-metallic nature of this surface is immediately apparent, since the $\pi$ and $\pi^*$ states meet at the Y and M points, and are degenerate along the M→Y portion of the route around the BZ. Since this surface is semi-metallic, the surface ionisation potential and electron affinity are equal, and equivalent to the work function. This is given by the position of the Fermi level with respect to the vacuum potential, and in these calculations $E_{\text{surf}} = \chi_{\text{surf}} = 5.77$ eV.

5.4.3 (111)-(2×1) clean surface

The Pandey-chain–reconstructed (111) surface (Fig. 5.10(a)) was found to be lower in energy than the unreconstructed (1×1) surface by 0.80 eV per surface C atom, in good qualitative agreement with experiment. Further calculations showed that the unreconstructed clean surface was metastable, although with the barrier to reconstruction to the Pandey chains being very small; random displacements of the C atoms on the (1×1) surface by as little as 0.1 Å proved enough to cause reconstruction to the (2×1) structure. This agrees well with other DFT calculations that do not find a significant energy barrier to this reconstruction [343]. However, the finer details of the structure of the Pandey-chain surface are still a matter of debate, hence they deserve further attention.

The uppermost zig-zag chain of threefold-coordinated C atoms shows a very small degree of dimerisation; alternate C–C bonds along the chain have lengths of 1.428 and 1.429 Å. However, these differences are most likely to be remnants of the aforementioned random initial displacements and the tolerance for stopping structural optimisation, and
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Figure 5.10: Relaxed atomic geometries for the (111) diamond surface, with: (a) no adsorbate coverage and the Pandey-chain reconstruction; and (b) hydrogen termination without reconstruction. Bond lengths and layer separations are in Å.

are not significant. By comparison, the fourfold-coordinated C atoms along the lower surface chain are equally separated, by 1.54 Å; this being very close to the bulk bond length of 1.53 Å found in these calculations. These chain bond lengths are in complete agreement with the corresponding values of 1.43 and 1.54 Å found in other theoretical work [343], and are essentially the same as the 1.44 and 1.55 Å given in another study [352].

To check for the possible formation of dimers, the calculation was repeated by adding a deliberate dimerisation to the relaxed chains and relaxing the system again, as was done with the (110) surface. The given initial coordinates corresponded to alternating bond lengths of 1.16 and 1.71 Å along the upper zig-zag chain. The system immediately relaxed to yield upper-chain bond lengths of 1.427 and 1.429 Å, with a total energy essentially identical to the previous, non-dimerised result. Therefore, no evidence for dimerisation in the Pandey chains has been found, in accordance with several other theoretical studies on this surface [343, 358, 359].

The upper and lower zig-zag chains of the relaxed system are not significantly tilted, in that the pairs of atoms have very similar z coordinates. However, at least one experimen-
Figure 5.11: Structural parameters for the clean (111) diamond surface. The labels in parentheses indicate how far each atom has moved from its ideal (bulk) position in the $x$ and $z$ directions. Interlayer separations are marked with arrows. On the right, differences in $z$-position for pairs of atoms are given to indicate buckling in the layers. All distances are given in Å.

A study using X-ray diffraction has presented evidence for tilting of these chains [360]. In the model given as a best fit to the experimental data, the C atoms of the upper chain are separated by $\sim 0.3$ Å in the $z$ direction, while those of the lower chain differ in $z$-height by about 0.1 Å. To explicitly check for the presence of any tilting, the present calculations were repeated using the best-fit model from the experimental study [360] as starting coordinates. However, the system relaxed back to the same, non-tilted atomic geometry as found previously, and essentially the same total energy. The present study therefore supports the several other theoretical investigations that find these chains to be flat [343, 352, 358, 359].

The degree of buckling in the monolayers of this system is also of interest. Where the upper and lower zig-zag chains are counted as the first two layers, it is the buckling in the fourth and fifth layers that is the most controversial. The results of the present investiga-
tion are reported in Fig. 5.11, where it can be seen that the buckling in the fourth and fifth layers is significant, corresponding to $\Delta z$ values of 0.18 and 0.07 Å respectively. These compare very well with the values of 0.17 and 0.06 Å given in other DFT work [343]. All other layer bucklings are small, with $\Delta z \leq 0.03$ Å, while the seventh and eighth layers are almost perfectly bulk-like. It should be noted though that these are the middle two layers of the slab, which are symmetrically equivalent. However, even though all atoms in the system were allowed to relax, the most distorted C–C bond across these two central layers is still 100.3% of a bulk length.

The calculated electronic band structure (Fig. 5.12) shows the expected semimetallic nature of the clean (111) surface, with gap states existing throughout the BZ, and the Fermi level intersecting the surface states about 0.8 eV above the bulk diamond VBM. The very small dimerisation of the upper chain is thought to be responsible for the small energy splitting in the surface state, just above the Fermi level, around the M point of the BZ. From the bulk VBM, the ionisation potential $I_{\text{bulk}} = 5.83$ eV, while the scaled bulk CBM corresponds to $\epsilon_{\text{bulk}} = +0.35$ eV. Since the surface is semi-metallic, the surface IP and EA are equal and equivalent to the work function: $I_{\text{surf}} = \epsilon_{\text{surf}} = 5.01$ eV.

**5.4.4 (001)-(2×1):H surface**

The relaxed bond length of the hydrogenated C–C dimer is 1.61 Å, and the difference with the 1.37 Å of the clean-surface dimer reflects the change in the nature of the dimer bond. This value agrees very well with other theoretical work [354] and the value of 1.60 ± 0.05 Å determined by low-energy electron diffraction [349]. Comparison of total energies suggests that this hydrogenated (001) surface is favoured over the clean surface plus distant gas-phase H$_2$ molecules, by 2.1 eV per surface C atom. This is in excellent

Figure 5.12: Electronic band structure calculated for the clean (111) diamond surface, with Pandey-chain reconstruction. The zero of the energy scale is the vacuum level, while the Fermi level is shown as a horizontal dashed line.
agreement with the 2.05 eV calculated in other work [354].

Electronically, hydrogen termination has caused the bulk energy bands to move upward by about 2.5 eV from their positions with the clean surface (Fig. 5.13). It is this effect that corresponds to a low IP and a NEA for the hydrogenated surface. The highest occupied state in the hydrogenated surface slab has been perturbed near the zone centre so that it lies just below the bulk VBM. AIMview analysis reveals that this state has a wavefunction with maximum amplitude in the bulk-like region (Fig. 5.14(a)). This perturbation of the valence band at the surface corresponds to $I_{\text{surf}} = 3.97$ eV, while $I_{\text{bulk}} = 3.57$ eV.

However, the most striking feature of the band structure is the collection of unoccupied states that swoop below the bulk conduction band around the $\Gamma$ point. The minimum of the lowest unoccupied surface state is nearly 2 eV below the bulk-diamond CBM. Note that while the CBM of bulk diamond is observed just over 70% of the way from $\Gamma$ to the $X$ point, it appears at the $\Gamma$ point (sometimes denoted the $\Gamma$ point) of this surface BZ due to folding.

Analysis of the wavefunction for this state at $\Gamma$ (Fig. 5.14(b)) indicates that it is composed of $p$-like orbitals centred on the C atoms of the surface dimer. The axes of these orbitals coincide with the axes of the C–H bonds, and their lobes on the bulk side of the dimer show significant overlap. Therefore, this state is characteristic of $\sigma$ C–H bonds with a small degree of $\pi$ bonding along the C-C dimer. These findings support those of other ab-initio DFT calculations performed on the hydrogenated (001) diamond surface [354]. By scaling this state upward with respect to the VBM, the surface-related electron affinity $\chi_{\text{surf}}$ is estimated to be +0.24 eV.

The second-lowest unoccupied state has a wavefunction with its greatest magnitude in
the vacuum region of the supercell (Fig. 5.14(c)), although there is also a small component
located on the hydrogenated dimer. This state is therefore free-electron–like, although
some mixing with the surface states has lowered its energy, enough to bring its minimum
below the vacuum level. The next three unoccupied states higher in energy also show
wavefunctions with mostly free-electron character and small components along the C–H
bonds.

The next unoccupied surface state at higher energy lines up with the conduction band
from the bulk system almost perfectly, and indeed wavefunction analysis (Fig. 5.14(d))
confirms that it is due to atoms in the bulk-like region of the slab. The corrected value
for the bulk electron affinity $\chi_{bulk} = -1.90$ eV, which is close to the values around $-2$ eV
found in other theoretical work [56, 351], in which the experimental bandgap was added
to the position of the VBM. It is interesting to note that since the lowest unoccupied
bulk-related state is higher in energy than several vacuum-related states, the negative-
electron-affinity nature of this surface has been demonstrated without having to refer to
the vacuum level.

These results are in decent qualitative agreement with the NEA measured on the (001)-
(2×1):H diamond surface by means of ultraviolet photoelectron spectroscopy [361], which
probes the near-surface region.

### 5.4.5 (110)-(1×1):H surface

The effects of hydrogen termination on the structure of the clean (110) surface are mainly
a change in the length of the uppermost C–C bonds and movement of the atomic layers
in the $z$ direction.

The C–C bond length in the first layer changes from 1.42 to 1.51 Å after H atoms are
attached, again reflecting the change in nature of the C–C bonding. The C–C bonds in the
second layer are now 1.53 Å in length, or 99.8% of a normal bulk bond length, whereas
on the clean surface, this value was 97.6%.

The relaxation of the layers in the $z$ direction almost brings the atoms back to their posi-
tions in ideal bulk material. The surface C layer is only 0.02 Å below its position in
bulk material, while the displacement of the second layer from its bulk position is a fac-
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Figure 5.14: Wavefunction visualisation for the (001)-(2×1):H diamond surface. (a) Plot of the absolute-squared value of the wavefunction (|ψ|^2) at the Γ point for the highest occupied electronic state in the slab system. Carbon and hydrogen atoms are represented by large and small black circles respectively, and the view is the same as that in Fig. 5.7. Black contours join points of equal |ψ|^2 value and enclose regions in which greater shading intensity represents higher value. (b) Similar plot for the lowest unoccupied state in the system. (c) Plot for the second-lowest unoccupied state, which shows a large wavefunction component in the vacuum region. (d) Plot for the lowest bulk-like unoccupied state, which is about 1 eV higher in energy than the lowest vacuum-related state. On the right, the band structure around Γ is displayed without any corrective scaling, and the points corresponding to the wavefunction plots are indicated. The zero of the energy scale is the calculated vacuum level for the system.

The calculated electronic band structure for the (110)-(1×1):H surface is shown in Fig. 5.16(a). The features immediately resemble those seen in Fig. 5.13 for the hydrogen-terminated (001) surface: the valence band states are perturbed only slightly in the slab system, while

This structure is the most bulk-like of all of the surface systems studied, and the alignment of its electrostatic potential with that of bulk diamond is correspondingly excellent (see Fig. 5.15). Furthermore, the potential in the vacuum region converges quickly with distance from the surface and is notably flat. Therefore, the accuracy in calculating the EA and IP of this surface is likely to be particularly high.
many new unoccupied states appear beneath the bulk conduction band, with these hav-
ing approximately parabolic forms around the zone centre. As with the (001)-(2×1):H sur-
face, AIMview analysis confirms that the highest occupied level is bulk-like, while the
lowest unoccupied level is due to the surface C–H bonds; see Fig. 5.16(b) and (c). The parabolic lev-
els between the unoccupied C–H-related state and the CBM are once again vacuum-related states, formed with the help of the ghost atoms.

The slab and bulk valence bands are very similar, and correspond to ionisation poten-
tials of \( I_{\text{surf}} = 3.11 \text{ eV} \) and \( I_{\text{bulk}} = 3.04 \text{ eV} \); the small difference reflecting the minimal disturbance that hydrogen termination causes to the structure of this system. These values are significantly smaller than the respective values of 3.97 and 3.57 eV found for the hydrogen-terminated (001) surface, which suggests that the \( z \)-component of the C\(^{\delta^{-}}\)–H\(^{\delta^{+}}\) dipole layer is greater on the (110)-(1×1):H surface than it is on (001)-(2×1):H. This is consistent with the fact that the exposed surface area is smaller in the (110) supercell than in the (001) supercell, hence the dipole density is greater on (110):H. On the hydrogen-
terminated (001) surface, there is one C\(^{\delta^{-}}\)–H\(^{\delta^{+}}\) dipole per 6.25 Å\(^2\) of surface area, while
on (110):H there is one dipole per 4.42 Å\(^2\) of area.

Furthermore, in the relaxed structures the C–H bonds are orientated at 66.6° to the sur-
face plane on the (001) surface, but at only 56.5° on the (110) surface; that is, the C–H
bonds are closer to the surface normal on (110), which serves to increase the \( z \)-component
of the dipole. However, this argument assumes that the degree of C\(^{\delta^{-}}\)–H\(^{\delta^{+}}\) polarisation
is the same on both surfaces (although the C–H bond length is indeed the same, at 1.11 Å).

Despite the fact that the ionisation potential is low on (110)-(1×1):H (i.e. the energy bands
are high with respect to the vacuum level), the unoccupied C–H-related surface state ex-
tends deep below the CBM, and as far as mid-gap (although of course it is surely under-
estimated by the theory), and so the surface electron affinity is still significantly positive;
even with the scaling correction, the minimum of this state remains below vacuum, and
\( \chi_{\text{surf}} = +0.42 \text{ eV} \). By comparison, the scaled bulk CBM lies well above vacuum, and
\( \chi_{\text{bulk}} = -2.43 \text{ eV} \).
Figure 5.15: Plane-averaged electrostatic potentials for the (110)-(1×1):H diamond surface and bulk diamond. The zero of the energy scale is the vacuum level found from the surface system, while the potential of bulk diamond has been aligned with that found in the middle of the slab. Only half of the vacuum region is shown.

Figure 5.16: Properties of the hydrogen-terminated (110) diamond surface. Plot (a) shows the electronic band structure with the energy zero as the vacuum level, and the relaxed atomic geometry is shown together with isosurfaces of the absolute-squared wavefunction for: (b) the highest occupied electronic state, and (c) the lowest unoccupied state, both as sampled at the Γ point.
5.4.6 (111)-(1\times1):H surface

Hydrogen saturating the single dangling bonds on the unreconstructed (111) surface (Fig. 5.10(b)) was found to be more energetically stable than H bonding to the topmost atoms on the Pandey-chain reconstruction, by 0.70 eV per surface C–H pair; this being in very good agreement with the 0.694 eV calculated in other work [343], and with experiment [362]. The hydrogen termination and lack of reconstruction means that there is very little disturbance caused to the lower layers of diamond, as shown in Fig. 5.10(b); only the uppermost double layer of C atoms appears to be perturbed. As a result, the electrostatic potential of this system lines up particularly well with that of bulk diamond, hence there is a very low error in aligning the band structure of this surface with the bulk bands.

The electronic structure of the (111)-(1\times1):H surface (Fig. 5.17) is very similar to that of the the hydrogenated (001) and (110) surfaces, in that H coverage removes the bandgap states of the clean surface and introduces unoccupied states that pass below the conduction band around the Γ point. Analysis of the wavefunctions for the surface states confirms that the situation is very similar to that seen in Figs. 5.14 and 5.16, in that: the highest occupied electronic state exists in the bulk diamond; the lowest unoccupied state is formed from p orbitals on the surface C atoms with axes along the C–H bonds; the next four unoccupied states higher in energy exist mainly in the vacuum region but have small components on the C–H bonds; and the next state up exists almost entirely in the bulk-diamond region of the slab. Again, the character of these states and their ordering in energy confirms the NEA of the hydrogenated surface without the need to refer to a vacuum level.

The bulk bands correspond to \( I_{\text{bulk}} = 3.51 \text{ eV} \) and \( \chi_{\text{bulk}} = -1.97 \text{ eV} \), while the extrema of
the surface states correspond to $I_{\text{surf}} = 3.71$ eV and $\chi_{\text{surf}} = +0.15$ eV. With the exception of the surface IP, these are all within 0.1 eV of the corresponding values calculated for the hydrogen-terminated (001) surface. The $C^5-H^{5+}$ dipole density on this surface is in-between those of the hydrogenated (001) and (110) surfaces, at one $C^5-H^{5+}$ dipole per 5.41 Å$^2$ of surface area.

### 5.4.7 (001)-(1×1):O surface

The relaxed atomic geometries for the ‘ketone’ and ‘ether’ forms of oxygen termination on the unreconstructed (001) surface are shown in Fig. 5.18. The ‘ether’ arrangement was found to be more stable than the ‘ketone’ configuration by 0.61 eV per O atom. While this ordering in stability would not follow from a simple chemical argument based on bond enthalpies, the result agrees with the ordering and 0.50 eV difference calculated in other theoretical studies \[56, 351\].

On the relaxed ‘ether’ surface, the plane of oxygen atoms lies 0.80 Å above the surface carbon layer (Fig. 5.18(b)), which is in decent agreement with low-energy electron diffraction studies favouring the ‘ether’ arrangement and a C–O layer separation of 0.72 Å \[349\]. For comparison, the layer separation found on the ‘ketone’ surface (that is, the C=O bond length) in the present work is 1.19 Å (Fig. 5.18(a)). The ‘ether’ oxygen termination causes very little disruption to the underlying diamond, with all but the uppermost atomic layers containing bulk-like C–C bond lengths of 1.53 Å (Fig. 5.18); this is primarily due to the lack of surface reconstruction.

To study conversion between the two configurations for the oxygenated (001) surface, and to determine the stability of each form, calculations based on two diffusion techniques were performed. In the first, ‘drag’ method, each oxygen atom was stepped along a vector pointing from its ‘ketone’ coordinates to its ‘ether’ coordinates, and at each step a structural relaxation was performed in which the O atoms were constrained to lie in planes perpendicular to their movement vectors, while the other atoms were allowed to relax with complete freedom.

The second diffusion method used was the ‘improved tangent nudged elastic band’ (NEB) technique. This is described in detail in the original work \[363\], and has previously been used within AIMpro to investigate the diffusion of nitrogen dimers in silicon,
Figure 5.18: Relaxed atomic geometries for monolayer oxygen coverage on the (001)-(1×1) diamond surface. (a) ‘Ketone’ (C=O) configuration. (b) ‘Ether’ (C–O–C bridge) configuration. Interatomic distances are given in the plane of the figure in Å. Atoms are separated from their repeated images in the direction orthogonal to the plane of the figure by 2.50 Å. There is no layer buckling in either of the systems.

with much success in reproducing experimental results [364]. The method essentially proceeds as follows. First, several sets of atomic coordinates intermediate between the initial and final structures are created by linear interpolation. Then, the atomic positions in each one of these ‘images’ is relaxed, wherein each atom is subject to the normal interatomic forces plus ‘spring’ forces that couple it to its coordinates in the adjacent images. In this way, the minimum-energy route between the initial and final structures is determined. This is analogous to stretching an elastic band (where the spring forces provide the tension) over the configuration-energy surface connecting the initial and final structures, and ‘nudging’ it until it settles into the path of minimum energy.

In both methods, the four C atoms corresponding to the central two layers of the slab were held fixed, in order to prevent translation of the whole arrangement of atoms during the structural optimisations. Nine intermediate structures were created between the ‘ketone’ and ‘ether’ geometries in both diffusion techniques.

The results from the two methods are plotted in Fig. 5.20. There appears to be no significant energy barrier between the two oxygen arrangements, since the drag method finds only a negligible rise in energy as the system moves away from the ‘ketone’ coordinates, while the NEB method gives no energy rise and hence finds the ‘ketone’ arrangement to
Figure 5.19: Calculated electronic band structures for the ‘ether’ and ‘ketone’ forms of the (001)-(1 × 1):O diamond surface. The zero of the energy scale is the vacuum potential. For the ‘ketone’ form, the Fermi level is indicated by a horizontal dashed line.

be unstable.

The results of the two methods are in general agreement, but differ significantly around a point at which it could be argued that the strained double bond of the ‘ketone’ is broken and the second single C–O bond of the ‘ether’ is created. However, the NEB results are likely to be the most reliable, since the spring forces involved prevent it from finding a discontinuous reaction pathway, while this is not assured when using the drag method.

The electronic band structures for the two forms of oxygenated (001) diamond surface are shown in Fig. 5.19. Both surfaces show occupied and unoccupied states in the bandgap, which persist for most of the sampled region of the BZ.

The picture for the ‘ether’ surface is entirely consistent with the results of experimental probing of oxygen-related surface states using photoemission techniques [365]. In particular, the presence of occupied states about 1 eV above the bulk VBM at Γ agrees very well with the high density of surface states measured on field-effect transistors based on oxygen-terminated diamond [366]. This is also consistent with KFM measurements on oxygenated regions of a (001) diamond surface, which place the Fermi level 0.7–2.0 eV above the VBM [208].
Oxygen coverage has caused a downward shift in the band structure (relative to that of the clean surface) of about 2.1 eV, which is slightly smaller than the upward shift caused by hydrogen termination. The calculated bulk IP for this surface $I_{\text{bulk}} = 8.23$ eV, while from the gap states, $I_{\text{surf}} = 7.26$ eV, both of which are very large, as expected. The bulk EA is correspondingly highly positive, at $\chi_{\text{bulk}} = +2.76$ eV, which is close to the 2.70 eV calculated in an earlier study [351]. The surface-related EA is even greater (due to the deep gap state), at $\chi_{\text{surf}} = +4.73$ eV. Both EA values are in general agreement with theoretical and experimental studies that find the oxygenated surface to have a very large PEA [55, 56, 62].

The most notable aspect of the band structure for the ‘ketone’ surface is that the maximum of the highest occupied state and the minimum of the lowest unoccupied state occur at essentially the same energy, although they are located at different points in k-space. Therefore, this surface might display (indirect) semi-metallic behaviour, or rather if the underestimate of unoccupied states is taken into account, it might be better described as having the properties of a small-bandgap indirect semiconductor. However, the unstable nature of this geometric configuration must be appreciated. Considering this system as semi-metallic, the surface EA and IP are the same and equivalent to the work function, which is 8.01 eV. With a scaling correction applied to the unoccupied states, the surface EA decreases to 7.64 eV. Meanwhile, the bulk bands correspond to $I_{\text{bulk}} = 9.36$ eV and $\chi_{\text{bulk}} = +3.88$ eV.
The larger downward shift of the energy bands for the ‘ketone’ surface compared to the ‘ether’ surface is consistent with the difference in atomic geometry. If it is assumed that the amount of charge transferred from C to O atoms (forming the C$^{\delta+}$–O$^{\delta-}$ dipoles) is about the same in both systems, it is clear from Fig. 5.18 that the ‘ketone’ surface will have a greater $z$-component of the surface dipole, causing larger values for the bulk EA and IP (see Sec. 5.1.1).

$\Gamma$-point AIMview analysis performed on the ‘ether’ system reveals that the highest occupied state has a wavefunction with p-like orbitals centred on the oxygen atoms. The axes of these orbitals lie in the plane of the surface, and are directed perpendicular to the line of oxygen ‘bridges’; that is, they are aligned with the $y$ axis of Fig. 5.18(b). The lowest unoccupied state in the ‘ether’ system also has a wavefunction consisting of p-like orbitals, although these are centred on the uppermost C atoms, and are directed normal to the surface (i.e. along $z$). Furthermore, the orbital lobes on the vacuum side of the surface are significantly larger than those on the bulk side, which is consistent with the large $z$-asymmetry of the environment at the surface.

Similar $\Gamma$-point analysis for the ‘ketone’ surface shows that the highest occupied state again consists of p-like orbitals centred on the oxygen atoms, with their axes lying in the plane of the surface. Specifically, the orbital axes are directed parallel to the zig-zag line of bonds linking the uppermost C atoms; that is, in the $\pm y$ direction of Fig. 5.18(a). The lowest unoccupied state also has a wavefunction consisting mainly of p-like orbitals centred on the oxygen atoms, lying in the surface plane, although these are perpendicular to the orbitals of the highest occupied state; that is, they are aligned with the $x$ axis. In addition, this state also has significant p-like components centred on the uppermost C atoms, with the orbital axes essentially parallel to those of the p-like orbitals on the O atoms above.

5.4.8 (001)-(2×1):OH surface

In this system, an –OH group is attached to each of the C atoms in the dimer of the clean surface. Structural relaxations were performed with slightly randomised initial atomic coordinates for the O and H atoms, which helped to identify two distinct relative orientations for the two O–H bonds corresponding to one C–C dimer: (a) the ‘para’ configuration, in which the two O–H bonds are pointing in similar directions and are therefore
almost parallel; and (b) ‘anti’, in which the O–H bonds point in opposite directions and are exactly anti-parallel. In both cases, the O–H bonds are almost orthogonal to the underlying C–C bond of the surface dimer. These two configurations are shown in Fig. 5.21.

The ‘anti’ configuration supercell was found to be 85.2 meV lower in energy than the ‘para’ supercell, which is equivalent to 21.3 meV per surface O–H group. Although this difference is small, it is understandable, since the H atoms are slightly further apart when in the ‘anti’ configuration, and so too are the regions of high electronic charge density in the O–H bonds.

The electronic structure of the (001)-(2×1):OH ‘anti’ surface is shown in Fig. 5.22, while the band structure for the ‘para’ configuration looks extremely similar. Occupied states emerge from the bulk valence band and exist in regions of the bandgap away from the
zone centre, although they do not rise higher than the VBM. There is also an unoccupied surface state about 0.5 eV below the conduction band around the CBM. The overall shift of the bands relative to the clean surface is upward, by about 1.2 eV. The bulk VBM corresponds to $E_{VBM}^{bulk} = 4.92$ eV, while a downward perturbation of the corresponding states in the slab system causes a larger $E_{VBM}^{surf} = 5.27$ eV. In the raw band structure (Fig. 5.22), the conduction band lies just below the vacuum level, hence there are no vacuum-related states appearing in the bandgap. However, applying the correction to the excited states raises the conduction band above the vacuum level (Fig. 5.25), and so this system is estimated to have a negative bulk $E_A$, of about $-0.55$ eV. The minimum of the lowest unoccupied surface-related state is almost coincident with the vacuum level after correction, hence the surface $E_A$ is almost zero, at $E_{VBM}^{surf} = +0.03$ eV.

### 5.4.9 Interaction of oxygen and hydrogen

**Hydrogen bonding on (001)-(2×1):OH**

The hydrogen atom has an electronegativity of 2.20 on the Pauling scale, while that for atoms of oxygen is much greater, at 3.44. Therefore, the O–H bonds on this surface are likely to be strongly O\(^{5-}\)–H\(^{5+}\) polarised. Considering that the O atoms have exposed lone pairs, this suggests that there may be significant hydrogen bonding in the manner of O–H···O–H occurring on this surface. Of course, this would help to stabilise the hydroxylated surface.

There are two main ways in which hydrogen bonding could occur on this surface: (i) between O–H groups located on different C–C dimers (as in either of the forms shown in Fig. 5.21), or (ii) between O–H groups attached to C atoms of the same surface dimer. The first is no doubt present to some degree in the stable ‘anti’ and ‘para’ forms, since
the H and O atoms across neighbouring O–H groups are separated by about 1.6 Å, and the typical length of a hydrogen bond in water is about 2 Å. The second possibility for hydrogen bonding has been investigated separately, as follows.

The initial atomic coordinates for modelling interaction (ii) were devised by taking the relaxed structure for the ‘anti’ surface, and rotating the O–H groups on the C–C dimer so that they both point in the same direction (+x of Fig. 5.21). The O atoms lie slightly out of the x, z-plane (which contains the C–C dimer and the vertical), and so the atoms are not constrained by symmetry. All atoms in the system were then allowed to relax. This did indeed result in a stable hydrogen-bonding structure, in which all of the H and O atoms lie in the same plane as the C–C dimer. This is despite the fact that the previous relaxations from randomised initial coordinates only gave rise to either the ‘anti’ or ‘para’ configurations. The optimised structure is shown in Fig. 5.23. The O⋯H hydrogen bond formed above the C–C dimer is 1.68 Å in length, while the O⋯H bond formed across dimers has a length of 1.57 Å. The former is longer due to a significant upward relaxation of the H atom above the C–C dimer bond. Both of these bond lengths are close to the aforementioned 1.6 Å of the O⋯H bonds on the ‘anti’ and ‘para’ surfaces. Comparison of Fig. 5.23 with Fig. 5.7 shows that this new arrangement of the O–H bonds does not significantly affect the structure of the underlying diamond.

However, this structure is slightly less stable than the ‘anti’ and ‘para’ forms; the energy per O–H group is 70 meV higher than that with the most-stable ‘anti’ –OH termination, which makes it about 50 meV higher than that of the ‘para’ form. Still, these energy differences are small, and so a mixture of these forms is likely to be found on a hydroxylated surface at moderate temperatures in practice.

To further investigate the stability of this new arrangement, the H atoms in the relaxed structure were displaced in opposite directions in the plane of the surface (±y) by a significant amount (~ 0.6 Å), and the sys-
tem was relaxed again. After many iterations of structural optimisation, the structure settled into the familiar ‘anti’ form and had a total energy within 8 meV of that of the earlier ‘anti’ calculations.

While the hydrogen bonding is an interesting aspect of this surface, and although these findings are most likely to be chemically sensible, it must be noted that the local-density approximation is often found to result in a relatively poor description of such interactions. For instance, the LDA is seen to overestimate the hydrogen bonding (and therefore underestimate the H-bond lengths) in studies on the interaction of water molecules [367–369]. Therefore, to obtain a quantitatively more accurate model of the hydrogen bonding on this surface, one should turn to higher levels of theory, for instance by invoking the generalised-gradient approximation [370–372].

**Hydrogen desorption**

On the surface of silicon, there is a very low energy barrier to rotation of terminating O–H groups. That is, an O–H bond can easily rotate around the axis defined by its corresponding Si–O bond. However, on the diamond surface, the O–H groups are closer together due to the smaller lattice parameter. The resulting stronger interaction of the H atoms hinders free rotation of the O–H groups about their C–O axes, although one might be concerned that opposing H atoms could form H$_2$ molecules that desorb from the surface. To simulate this interaction, the surface H atoms from the relaxed ‘para’ simulation (Fig. 5.21(a) and (c)) were rotated toward each other about their C–O axes, and brought to within a hydrogen-molecule bond length of one another. The system geometry was then allowed to relax. The H atoms were repelled from one another, and the O–H bonds rotated back into their relaxed positions from the ‘para’ configuration, resulting in the same final structure and energy as found previously. This result is not surprising if one considers the H$^{3+}$ charge state of these atoms.

The likelihood of formation of the –OH-terminated surface can be estimated by comparing its total energy against the total energy of a purely oxygenated surface plus distant, gas-phase H$_2$ molecules. H$_2$ was modelled in a very large (30 Å-side) cubic vacuum supercell, in order to obtain an energy for an isolated molecule, while the total energy for the purely oxygenated surface is already known.
In another calculation, molecules of H\(_2\) were added into the supercells of the relaxed ‘ketone’ and ‘ether’ oxygenated surfaces and placed as far away from the surfaces and their own repeated images as possible. When the system was allowed to relax, there was no significant movement of any of the atoms, which indicates that the components are sufficiently separated. Furthermore, the difference in the total energies of the ‘ketone-O-surface + H\(_2\)’ and ‘ether-O-surface + H\(_2\)’ systems was the same as found in the earlier O-surface calculations without the H\(_2\) molecules present; that is, only the energy difference between the ‘ketone’ and ‘ether’ arrangements remained.

However, due to the periodic boundary conditions, each of the supercells containing an O-surface plus a distant H\(_2\) molecule actually represents an infinite diamond slab plus what could be considered as an infinite sheet of H\(_2\) molecules, and interaction between the molecules in this sheet could render these simulations unrealistic.

Nevertheless, the energy difference between that of the ‘ether-O-surface + H\(_2\)’ system and the energy sum of the plain ‘ether-O-surface’ and ‘isolated H\(_2\)’ systems was a negligible 1.4 meV, confirming that there is very little interaction in the infinite H\(_2\) sheet of the combined system.

Comparison of total energies for these systems indicates that the (001)-(2\(\times\)1):OH ‘anti’ surface is more stable than the separated ‘ether-O-surface + H\(_2\)’ system by 1.17 eV per surface C atom (or O–H group), or equivalently by 2.34 eV per H\(_2\) molecule. While this suggests that reaction of molecular hydrogen with an oxygenated diamond surface is ultimately energetically favourable, nothing can be said about the energy barrier to such a reaction. However, it should noted that the aforementioned possibility of an overestimate in the strength of hydrogen bonding in these calculations might mean that the stability of the hydroxylated surface is slightly overestimated.

**Combination of H and O terminations**

Results have also been obtained in this investigation for a (001) surface terminated with a simultaneous combination of –H, –O–, and –OH groups. The structure was obtained by relaxing the atomic coordinates of a system in which a molecule of H\(_2\) was placed very close to the ‘ether’ oxygenated (001) surface. The relaxed geometry and corresponding band structure are shown in Fig. 5.24. This structure is more stable than the separated
Figure 5.24: Relaxed atomic geometry and electronic band structure for the (001)-(1×1):(H,O,OH) diamond surface. The zero of the band-structure energy scale is the system’s vacuum potential.

‘ether’ (001) surface and H$_2$ molecules, by 0.46 eV per O–H pair, which makes it 0.71 eV less stable than the fully hydroxylated (001) surface.

The band structure for this combination surface shows occupied surface states emerging from the conduction band away from the zone centre, although the highest occupied state lies above the valence band throughout the BZ. These states are similar to those seen in the oxygenated and –OH-terminated (001) surfaces, although the most notable aspect of the electronic structure of this system is that there are no unoccupied surface states significantly below the bulk CBM.

The absolute position of the band structure with respect to the vacuum potential is similar to that in the clean and –OH-terminated surface systems. It appears that while the C–O–C component of this system tends to lower the energy bands and encourage PEA, the C–H (and to some extent the C–O–H) dipole tends to raise the bands, and the effects cancel to a large degree. The calculated IPs for this system are $I_{\text{bulk}} = 5.29$ eV and $I_{\text{surf}} = 4.86$ eV, while the corrected excited states start just above the vacuum level, such that $\chi_{\text{bulk}} = -0.19$ eV and $\chi_{\text{surf}} = -0.26$ eV. It is interesting to note that this is the only surface under investigation with a clear negative surface electron affinity; that is, it possesses no unoccupied surface-related states that lie below the vacuum level.
5.4.10 Photoemission threshold and band bending

Recent studies on the hydrogenated (001) diamond surface have made use of total photoelectron yield spectroscopy (TPYS) to investigate the material’s surface electronic structure [373]. The results show that the same threshold energy of 4.4 eV is required for photoelectron emission from both boron- and phosphorus-doped diamond, as well as from type-IIa material. This 4.4 eV threshold was attributed directly to hydrogen termination, as it was not observed when using oxidised surfaces. Its independence on the Fermi energy rules out mechanisms based on transitions between occupied bulk or surface defect states and the conduction band. The suggestion was made that the threshold was therefore due to transitions directly from the VBM at the surface to the vacuum states [373].

As described previously, the present calculations demonstrate that for the (001)-(2×1):H surface, an empty hydrogen-related band lies (when corrected) \( \sim 3.7 \) eV above the surface VBM. However, transitions to this band would not contribute to photoemission. It is clear from Figs. 5.13 and 5.14 that vacuum states lie just above this band, and that the aforementioned photoemission threshold is related to \( I_{\text{surf}} \) at \( 3.97 \) eV, which is in reasonable agreement with the observed threshold. The fact that a similar TPYS threshold was not observed for the oxygenated surface is also consistent with the present calculations.

In addition, the experimental photoyield resulting from input energies above the bandgap energy was suppressed in both types of doped material, compared to that in chemically pure IIa diamond; that is, something is preventing conduction band electrons from escaping the doped material. The suppression in the case of boron-doped diamond was attributed to the use of a thin sample, while in the phosphorus-doped material the suppression was suggested as being due to an \textit{upward} band bending, which represents a barrier to electron emission [373].

The mechanism for band bending in \( n \)-type material was shown schematically in Fig. 5.2 and is based upon an electric field existing between ionised donors in the bulk material and a negatively charged surface region. Band bending is expected to occur when unoccupied surface states lie below impurity donor levels; however, the surface states must also lie below vacuum in order to bind the electrons and establish the electric field. This field presents an additional barrier to conduction-band electrons attempting to escape.
the material, and this is reflected in the TPYS results on $n$-type diamond in which greater photon energies are required to eject electrons than in samples where there is little band bending [373, 374].

The most common donor in diamond is nitrogen, and the single substitutional N defect has a donor level around 1.7 eV below the CBM [285–290]. Therefore, the condition for band bending is that an unoccupied surface state lies more than 1.7 eV below the CBM, or rather $\chi_{\text{surf}} - \chi_{\text{bulk}} > 1.7$ eV.

This condition is satisfied by all of the clean and hydrogenated surfaces considered in this investigation, and possibly by the oxygenated (001) surface, but certainly not by the (001) surface when –OH terminated or with the (H,O,OH) combination of terminations.

The donor level of phosphorus, which is appropriate to the samples used in the pertinent TPYS study, is known to lie around 0.6 eV below the CBM [186, 262, 264, 266–268]. The condition for band bending with P-doped material is again satisfied by all of the surfaces modelled in the present work, except the –OH- and (H,O,OH)-terminated (001) surfaces.

It should be noted that if electrons donated by P impurities indeed go on to occupy the C–H-related surface state suggested in the present calculations, the measured threshold for photoemission should be only $\sim 0.2$ eV; that is, the energy by which the (now-occupied) surface state lies below the vacuum level. However, such a low threshold might lie outside of the range that can be detected experimentally.

### 5.5 Data summary

The calculated bulk- and surface-related ionisation potentials and electron affinities for the various surface systems studied in this part of the investigation are given in Table 5.2, and are summarised visually in Fig. 5.25.
Figure 5.25: Simplified electronic band schemes for the most stable configurations of the surfaces considered in this work (see text). The zero of the energy scale is the vacuum potential for each system and is shown as a solid black line. The darker shaded regions represent the valence and conduction bands of bulk diamond, while the lighter shaded regions show the extent of occupied and unoccupied surface states. For the semi-metallic (110) and (111) clean surfaces, the Fermi level is shown as a dashed black line. All unoccupied states include the first-order correction to their underestimation by the method.

Table 5.2: Summary of calculated bulk- and surface-related ionisation potentials $I$ and electron affinities $\chi$ for the most stable surface structures considered in this investigation, with values given in eV. Note that for the semi-metallic clean (110) and (111) surfaces, the surface ionisation potential and electron affinity are the same, and are equivalent to the work function. Also given for each surface is its difference in dipole moment $\Delta \rho$ (in eÅ per unit cell) with that of the clean surface of the same orientation.

<table>
<thead>
<tr>
<th>Diamond surface</th>
<th>$I_{\text{bulk}}$</th>
<th>$I_{\text{surf}}$</th>
<th>$\chi_{\text{bulk}}$</th>
<th>$\chi_{\text{surf}}$</th>
<th>$\Delta \rho$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(001)-(2×1)</td>
<td>6.11</td>
<td>5.85</td>
<td>+0.64</td>
<td>+3.99</td>
<td>(ref.)</td>
</tr>
<tr>
<td>(110)-(1×1)</td>
<td>6.68</td>
<td>5.77</td>
<td>+1.21</td>
<td>+5.77</td>
<td>(ref.)</td>
</tr>
<tr>
<td>(111)-(2×1) (Pandey)</td>
<td>5.83</td>
<td>5.01</td>
<td>+0.35</td>
<td>+5.01</td>
<td>(ref.)</td>
</tr>
<tr>
<td>(001)-(2×1):H</td>
<td>3.57</td>
<td>3.97</td>
<td>−1.90</td>
<td>+0.24</td>
<td>−0.18</td>
</tr>
<tr>
<td>(110)-(1×1):H</td>
<td>3.04</td>
<td>3.11</td>
<td>−2.43</td>
<td>+0.42</td>
<td>−0.18</td>
</tr>
<tr>
<td>(111)-(1×1):H</td>
<td>3.51</td>
<td>3.71</td>
<td>−1.97</td>
<td>+0.15</td>
<td>−0.14</td>
</tr>
<tr>
<td>(001)-(1×1):O (‘ether’)</td>
<td>8.23</td>
<td>7.26</td>
<td>+2.76</td>
<td>+4.73</td>
<td>+0.15</td>
</tr>
<tr>
<td>(001)-(2×1):OH (‘anti’)</td>
<td>4.92</td>
<td>5.27</td>
<td>−0.55</td>
<td>+0.03</td>
<td>−0.08</td>
</tr>
<tr>
<td>(001)-(1×1):(H,O,OH)</td>
<td>5.29</td>
<td>4.86</td>
<td>−0.19</td>
<td>−0.26</td>
<td>−0.06</td>
</tr>
</tbody>
</table>
CHAPTER 5. DIAMOND SURFACES

5.6 Chapter summary

In this chapter, the results of modelling the low-index diamond surfaces — both clean and hydrogen terminated — have been presented. The effects of oxygen termination and the interaction of oxygen with hydrogen have also been studied on the technologically important (001) surface.

The hydrogenated surfaces show the large, negative electron affinities expected from experiment, provided that a correction is made to account for the underestimation of the position of the conduction band in calculations of this type. Hydrogen termination also introduces unoccupied surface states, with minima below but close to the vacuum level, which could trap excited electrons that would otherwise escape the material.

The –OH-terminated (001) surface exhibits a small negative bulk electron affinity, and also possesses unoccupied surface states that may lie close to the vacuum level. Meanwhile, the oxygenated (001) surface has a large, positive electron affinity, as has been observed in experiment. A combination of hydrogen and oxygen termination on the (001) surface gives rise to a bandgap relatively clear of surface-related states, and an overall electron affinity close to zero.

The majority of the surfaces modelled are likely to show an upward band-bending effect in \( n \)-type diamond, due to the presence of unoccupied surface-related states lying below the donor levels of common bulk impurities. These results agree qualitatively with the findings of recent total photoelectron yield experiments on hydrogenated diamond. Furthermore, these calculations reproduce well the measured threshold for photoemission from hydrogenated (001) surfaces.

Transfer doping of the diamond surface will be examined in the next chapter. For efficient electron transfer from diamond to some adsorbed material, the bulk diamond valence band must be as high in energy as possible, while the adsorbate must possess low-energy unoccupied states. Therefore, the suitability of each diamond surface for this task is reflected in its ionisation potential. The H-terminated surfaces, with their low bulk ionisation potentials, clearly represent the most suitable substrates, although the hydroxylated (001) surface might also undergo transfer doping when combined with an adsorbate of very high electron affinity. This premise will be explored in the next chapter.
Chapter 6

Fullerenes as transfer dopants for $p$-type diamond surfaces

“Everything you’ve learned in school as ‘obvious’ becomes less and less obvious as you begin to study the Universe. For example, there are no solids in the Universe. There’s not even a suggestion of a solid. There are no absolute continuums. There are no surfaces. There are no straight lines.”

— R. Buckminster Fuller

- The work presented in this chapter has been published as Refs. [375–377].

6.1 Introduction: The surface conductivity of diamond

HIGH surface conductivity was first detected on diamond samples in 1989 [60], and has been found on both natural diamond treated by hydrogen plasma [378] and on diamond films prepared by the chemical vapour deposition (CVD) technique. Interestingly, the electrical resistance near the surface region of diamond films has been observed to decrease by four orders of magnitude within ten minutes of exposure of the sample to air, following its removal from the CVD chamber in which it was deposited [340].

The surface conductivity has been measured to be of the order of $10^{-4}–10^{-5} \ \Omega^{-1}$ at room temperature [57], while the areal density of the charge carriers lies in the range
of \((1-5) \times 10^{13} \text{ cm}^{-2}\) [379] and does not depend greatly on temperature between 150 K and room temperature. The Hall mobility of these carriers also varies little with temperature [339] and has typical values lying in the range of \(10-30 \text{ cm}^2 \text{ V}^{-1} \text{ s}^{-1}\) [379]. A maximum Hall mobility of \(70 \text{ cm}^2 \text{ V}^{-1} \text{ s}^{-1}\) has been reported, for a lower carrier density of \(1.2 \times 10^{12} \text{ cm}^{-2}\) [380].

Amongst all semiconductors, this high surface conductivity is unique to diamond, and it has been utilised to create several devices, including metal-semiconductor field-effect transistors (MESFETs) on single crystal [381, 382] and polycrystalline diamond [383], metal-oxide semiconductor field-effect transistor (MOSFET) devices [384], single-hole transistors [385], and even a novel type of field-effect transistor [386]. However, these devices are unstable with respect to changes in the ambient temperature and environment [387, 388], hence the surface of hydrogen-terminated diamond must be passivated in some way if devices are to be manufactured to commercial specifications.

Since the measured mobilities are similar to those found in boron-doped \((i.e. p\text{-type})\) diamond, initial speculation suggested that the carriers responsible are holes, residing in an accumulation layer at the surface [386]. Indeed, the surface conductivity was confirmed to be \(p\)-type by experiments exploiting the Seebeck effect [378] and by Hall-effect measurements [389–391].

In addition, since the surface conductivity is only observed on hydrogen-terminated diamond surfaces [57] and disappears following dehydrogenation or oxidation of the surface, it is assumed that the role of hydrogen is critical in the formation of any hole accumulation layer [392].

Several models have since been proposed to account for this phenomenon, such as the passivation of deep defects [393], the formation of shallow, hydrogen-related acceptor states [394], and the transfer doping model based on a surface layer of adsorbate material [57, 339–341].

### 6.1.1 The formation of shallow acceptor states

In the shallow-acceptor scheme, hydrogen impurities form sub-surface acceptor defects [395], which provide the mobile holes. However, pure hydrogen defects in bulk diamond act as
deep acceptors [253], and such shallow-acceptor defects remain to be identified. Furthermore, hydrogen defects also behave as deep donors, and their high concentration in the sub-surface region should lead to compensation of the unknown shallow acceptors [253].

The depth distribution of the acceptors responsible for this hole accumulation is controversial, with different models proposing that they reside close to the surface [339, 386], that they are arranged in layers extending up to 10 nm into the bulk diamond [395], or that they could even reside in a layer lying 30 nm below the surface [396].

This model for the surface conductivity of diamond has other significant weaknesses, such as the following. If the system contains a quasi–two-dimensional acceptor layer at or up to 30 nm below the surface, the measured areal density of holes of $10^{13} \text{cm}^{-2}$ requires a band profile with the Fermi level lying within a few $k_B T$ of the valence band maximum [386]; however, recent studies on Al-based Schottky contacts to hydrogen-terminated diamond have reported capacitance measurements that are much too low to be compatible with such a model [379].

6.1.2 The transfer doping model

Transfer doping refers to the introduction of some foreign species onto the surface of a material so that this adsorbate either adds or extracts electrons from the substrate, effectively doping the material. The transfer doping mechanism has also been suggested as the reason for the high $p$-type surface conductivity on diamond surface exposed to air [57, 339–341].

In this case, it is believed that some constituent of the surface wetting layer (that naturally forms on surfaces exposed to the atmosphere) is responsible for the extraction of electrons from the diamond, leaving behind a layer of holes responsible for the $p$-type conductivity. It is thought that screened protons present in a layer of water on the diamond surface act as the principal adsorbate electron sink. This has been related to the observation of an enhancement in the conductivity following the exposure of the surface to NO$_2$, while exposure to NH$_3$ suppresses the effect [339, 340]. However, recent experiments show that while exposure to the atmosphere does lower the resistivity, the initial hydrogenation has a much larger effect in lowering the resistivity, suggesting that a combination of mechanisms is responsible for the surface conductivity [397].
The transfer-doping mechanism in the sense of substrate-to-adsorbate electron transfer is summarised in Fig. 6.1, and relies upon two properties of the components involved: (i) the semiconductor substrate must have a valence band maximum that lies very high in energy, and (ii) the adsorbate material must possess very low-lying unoccupied electronic states. That is, the substrate must have a small ionisation potential (IP) and the adsorbate must have a high electron affinity (EA), in order to promote an electron transfer. As a result of such charge transfer, an upward band-bending is induced toward the diamond surface, and a narrow hole accumulation layer is created, since the Fermi level lies below the position of the valence-band maximum in the vicinity of the surface.

As detailed in the previous chapter, hydrogen termination of diamond is known to lower its IP, since the C\(^{\delta^-}\)–H\(^{\delta^+}\) dipoles at the surface present a ‘downward’ ramp in potential that assists electrons in escaping from the material and out into vacuum states [335–338]. Meanwhile, oxygen termination of the diamond surface leads to the formation of C\(^{\delta^+}\)–O\(^{\delta^-}\) dipoles that present an upward potential ramp, discouraging electron emission and consequently increasing the IP [54, 55, 336]. Oxygen termination is therefore expected to destroy the possibility of transfer doping. However, this effect could be exploited by patterning hydrogen- and oxygen-terminated regions on a diamond surface in order to create channels of high surface conductivity.
In order to confine the holes to the near-surface region, the negatively charged adsorbate must remain on the surface (otherwise, the band bending in Fig. 6.1(b) would disappear), and so the effect is lost after evaporation of the wetting layer [387, 388, 398], although it can be recovered by exposing the sample to the normal atmosphere for an hour. Such a volatile wetting layer cannot be relied upon if one wishes to exploit this high $p$-type surface conductivity for device applications, and so a thermally stable, non-volatile, and easily reproducible surface adsorbate capable of extracting electrons from diamond must be found. There is therefore significant interest in finding a suitable solid-state transfer dopant for diamond. Useful adsorbates would be chemically inert and leave the hydrogenated surface intact. Theoretical work on this problem has shown that CO$_3$H and other adsorbate molecules with large electron affinities will induce a hole in the top of the diamond valence band [397].

The transfer-doping model is gaining acceptance over the other models for the atmosphere-induced surface conductivity, due to the considerable experimental evidence, and it is steadily being refined as research continues [59, 339, 348, 387, 391, 399]. However, it is important to note that whether or not the transfer-doping scheme provides the correct explanation for the high atmosphere-induced surface conductivity, the present investigation assumes that the transfer-doping mechanism itself is sound, and focuses on finding a suitable transfer dopant for deliberately engineering the effect.
6.2 Fullerenes as potential transfer dopants

In a previous AIMpro study on the transfer doping mechanism, several different molecules were individually modelled as adsorbed on the hydrogenated diamond surface, using cluster calculations [397]. This study helped to identify candidate molecules that might extract electrons from the diamond substrate. In particular, molecular C\textsubscript{60} was found to be capable of such an electron transfer, hence solid C\textsubscript{60} (fullerite) was suggested as a solution to the problem of finding a stable adsorbate material for manufacturing the transfer-doping effect.

The present work represents a more detailed look at C\textsubscript{60} on diamond. The supercell formalism has been used to approximate solid C\textsubscript{60} adsorbed on various diamond substrates. Systems of solid C\textsubscript{60}, molecular C\textsubscript{60}, and a near-monolayer of C\textsubscript{60} covering the hydrogenated, hydroxylated, and oxygenated diamond surfaces have been investigated using supercell AIMpro.

It is known both theoretically [400] and experimentally [401] that the fluorinated derivatives of C\textsubscript{60} have greater electron affinities than the ‘plain’ molecule, and that the EA increases in general as more fluorine atoms are attached [400–402].

C\textsubscript{60}F\textsubscript{36} is a particularly stable [403] fluorinated fullerene that has been synthesised [404, 405], studied [401, 406, 407], and modelled theoretically [402, 408–410]. The higher EA of this molecule means that it is expected to be more efficient at extracting electrons from diamond than C\textsubscript{60}. Therefore, C\textsubscript{60}F\textsubscript{36} has also been considered as an adsorbate on the diamond surface as part of this investigation.

Interestingly, a recent study suggests that similar functionalisation of fullerenes can lower their toxicity with respect to human cells [411]. This could represent an added advantage in using fluorinated fullerenes in device applications. For a good review of the fluorination of fullerenes, see Ref. [412].
6.3 Particulars of the method

6.3.1 Modelling solid and molecular \( \text{C}_{60} \)

At room temperature, solid \( \text{C}_{60} \) is most stable as a face-centred cubic (FCC) packed crystal, with a conventional lattice parameter of 14.16–14.17 Å [413, 414]. Solid \( \text{C}_{60} \) has been modelled in this work using FCC packing with a lattice parameter of exactly 14.16 Å.

Isolated \( \text{C}_{60} \) molecules have been approximated by progressively increasing the lattice parameter of the FCC solid, separating the molecules from each other, until the total energy was converged to within \( 1 \times 10^{-4} \) Ha.

Solid \( \text{C}_{60} \) has also been simulated in a slab geometry in order to provide a region of vacuum for obtaining the vacuum potential to assess the material’s electron affinity. A supercell was constructed to represent four hexagonally packed \( \text{C}_{60} \) monolayers (the \( \text{abca} \) layers of a FCC solid), with a vacuum gap of 20 Å separating repeating slabs.

6.3.2 Modelling \( \text{C}_{60} \) on the (001) diamond surface

The (001) orientation of diamond surface was chosen for the substrate in this investigation, since—as detailed in the previous chapter—it is the most technologically important, and the properties of its hydrogen and oxygen terminations are relatively well known.

A near-monolayer of \( \text{C}_{60} \) coverage on the hydrogenated, hydroxylated, and oxygenated diamond surfaces was modelled using the supercell-slab method, as follows.

First, an orthorhombic unit cell was devised such that when repeated in the Cartesian directions under the supercell formalism, a slab of diamond with infinite extent in the \( x \) and \( y \) directions is created and bounded by ‘upper’ and ‘lower’ (001) surfaces, where the \( z \) direction is the surface normal. The slabs were 14 diamond monolayer planes in thickness, while the \( \mathbf{z} \) lattice vector was made large enough to provide more than 25 Å of vacuum between the facing surfaces of repeating slabs. The chosen surface reconstruction and impurity-atom termination was then added identically to the upper and lower
slab faces. This ensures that there is no net change in electrostatic potential due to the surface dipoles when traversing a route from vacuum, through the slab, and back out into vacuum. This also adds an element of symmetry to the system, which helps to reduce the computational cost. Each surface reconstruction/termination was subsequently optimised, with all atoms being allowed to relax according to the usual method. The detailed results of modelling these diamond surfaces were given in the previous chapter.

Next, the relaxed unit cell for each surface was repeated to form a ‘platform’ with a 10.00 Å-square surface area upon which a molecule of C$_{60}$ was placed. Now, the planar symmetry in a monolayer of solid C$_{60}$ is of course hexagonal, and not square as with the diamond platform. Therefore, non-orthogonal lattice vectors $\vec{a}$, $\vec{b}$, and $\vec{c}$ were specified so that when this combined system is supercell-repeated, a monolayer of quasi-hexagonally packed C$_{60}$ molecules is created above a diamond substrate that tessellates correctly. In the direction normal to the surface, the $\vec{c}$ lattice vector was kept the same as the previous $\vec{z}$ vector, which allows for more than 15 Å of vacuum above the C$_{60}$ molecule before the underside of the repeated diamond slab appears. This supercell scheme is summarised schematically in Fig. 6.2.

Now, the centre-to-centre spacing between adjacent C$_{60}$ molecules in this repeating scheme is 10.00 Å in the $a$ direction, and 11.18 Å in the $b$ direction. Recall that the lattice parameter of FCC solid C$_{60}$ is 14.16–14.17 Å under standard conditions, and so the natural spacing between C$_{60}$ molecules in a hexagonally packed (111) monolayer is about 10.02 Å. By this fortunate coincidence, the quasi-hexagonal C$_{60}$ monolayer in these simulations is not under any significant tension or compression. In any case, C$_{60}$ monolayers are known to adopt quasi-hexagonal packings on certain substrates in order to achieve commensurate structures [415, 416].

Finally, electronic band structures were calculated, and the Kohn-Sham wavefunctions were visually inspected in order to determine the atoms responsible for each electronic level. For each system, the method of comparison of electrostatic potentials was used to align its electronic band structure with that calculated for perfect bulk diamond. From these analyses, it is possible to draw conclusions with regard to electron transfer from diamond to C$_{60}$.
Figure 6.2: Schematic summary of the method used to model a monolayer of $C_{60}$ molecules covering the (001) surface of diamond. The minimal unit cell for the diamond surface slab is represented in (a), where the shaded region indicates diamond and the empty region vacuum. (b) The minimal cell is repeated once in the $x$ direction and three times in $y$ in order to form a surface ‘platform’, square in plan view. (c) A molecule of $C_{60}$ is placed into the new supercell on top of the platform; the supercell for $C_{60}$ on the hydrogen-terminated (001) surface is shown on the right. (d) The combined system is then modelled using the lattice vectors $a$ and $b$. Two repeated images are shown. The third lattice vector $c$ is the same as $z$ used in the minimal cell. (e) The result, shown in plan view, is that repeated $C_{60}$ molecules form a quasi-hexagonally packed monolayer, while the underlying diamond substrate still tessellates correctly.

6.3.3 Modelling fluorinated $C_{60}$ on diamond

Owing to the larger size of the fluorinated fullerene molecule, $C_{60}F_{36}$ could not be placed upon the same diamond platform as that used with $C_{60}$, as this would represent a monolayer of $C_{60}F_{36}$ under significant compression. Therefore a larger, 14.14 Å-square area of (001) surface was used as the base. With this increased number of carbon atoms in the
diamond platform, and the 36 extra fluorine atoms, the size of the calculation becomes prohibitive unless the number of layers in the diamond slab is reduced. Therefore, $C_{60}F_{36}$ was placed upon a slab containing 8 rather than 14 monolayers of diamond.

### 6.3.4 General

The pseudopotentials and basis sets used were the standard ones described in Secs. 2.6 and 2.7.3 of Chp. 2. Atoms of fluorine were treated using 28 basis functions of up to d character. As usual, the Monkhorst-Pack grid of k-points was varied for each system until the total energy was converged to within $1 \times 10^{-5}$ Ha; this was achieved for the $C_{60}$-on-substrate supercells with a grid of MP-4\times4\times1. Total energies were similarly converged with a plane-wave energy cut-off of 300 Ha. Atomic relaxations were performed via the normal conjugate-gradient scheme. The vacuum level for each supercell containing such a region was determined using plane-averaged electrostatic potentials.

Electron transfer from the diamond slab to the adsorbate can be expected to take place if the electron affinity (EA) $\chi$ of the isolated adsorbate is greater than the ionisation potential (IP) $I$ of the diamond surface. As mentioned earlier, these quantities are given to first order by the energies $E_{LU}$ and $E_{HO}$ of the lowest unoccupied (LU) and highest occupied (HO) levels of the separated adsorbate and diamond slab respectively, referenced with respect to the vacuum potential. The relative position of these levels provides a rough estimate of the likelihood of charge transfer. The energy gap is defined as the minimal difference between the HO and LU levels in a system, such that $E_g = E_{LU} - E_{HO}$.

However, when the adsorbate is actually placed on top of the diamond surface, the corresponding energy levels may be affected by both charge transfer to surface states and polarisation at the surface. To properly treat these effects, it is essential that a calculation of the levels of the combined system (including a diamond slab, an adsorbate, and a vacuum region) be performed. The character of the HO and LU levels can be then found from a Mulliken bond population analysis or by inspection of the relevant wavefunctions.

The mechanism for charge transfer in electrostatic calculations is presented in Fig. 6.3, which should be compared against Fig. 6.1.
6.4 Results

6.4.1 Diamond substrate

The results of calculations on the structure and electronic properties of the (001)-(2×1):H diamond surface were reported in detail in Sec. 5.4.4 of the previous chapter. The most important parameter as far as transfer doping is concerned is the bulk ionisation potential, which was calculated to be 3.97 eV. Therefore, to first order, a candidate adsorbate material is required to have \( \chi > 3.97 \) eV in order for an exothermic transfer of an electron to occur upon placing it on this diamond substrate.

6.4.2 Isolated and solid C\(_{60}\)

The results of varying the lattice parameter of FCC-packed C\(_{60}\) are shown in Fig. 6.4. When increasing the separation between molecules, the total energy is converged to within \( 1 \times 10^{-4} \) Ha for a lattice parameter of about 16.9 Å, which corresponds to a (centre-
Figure 6.4: Relative energy per C\textsubscript{60} molecule as a function of FCC lattice parameter. The zero of the energy scale is the converged value for isolated C\textsubscript{60} molecules.

to-centre) inter-molecular separation of 12.0 Å. The isolated C\textsubscript{60} molecule was therefore modelled by using FCC lattice vectors with a conventional lattice parameter of 35 a.u. (18.5 Å), which represents a separation of 13.1 Å.

The electronic band structure for the isolated C\textsubscript{60} molecule is shown in Fig. 6.5. Clearly, the energy levels are flat, indicating that the molecule is sufficiently separated from its supercell-repeated images. The calculated HO–LU energy gap $E_g$ is 1.75 eV, which compares very favourably with the experimental value of 1.8 eV [417, 418]. The calculated electron affinity is $\chi = 3.09$ eV, which can be compared to experimental values of around 2.7 eV [417, 419, 420], while the calculated IP for the isolated molecule is 4.84 eV.

It is important to note that the theoretical ‘electron affinity’ found here for a molecule may be quite different to the electron affinity measured in experiment. This is because in the theoretical work, the EA is simply taken to be the difference in the posi-

Figure 6.5: Electronic band structure for the isolated C\textsubscript{60} molecule. The zero of the energy scale is the vacuum level.
tions of the vacuum and LU levels, while strictly the EA is the difference in total energy between the neutral molecule (plus a distant electron) and the molecule in the -1 charge state, and there may be significant structural differences between these two. Furthermore, the LU level is an excited state and may therefore be somewhat underestimated by these LDA-DFT calculations.

Nevertheless, it is actually the position of the LU level of the adsorbate relative to the valence-band maximum (VBM) of the substrate that gives the best indication of the possibility of transfer doping, and so the \( \chi = V_{\text{vac}} - E_{\text{LU}} \) definition for EA established in Sec. 2.11.2 gives an appropriate quantity to compare with the IP of the diamond substrate.

The quasi-hexagonally packed monolayer of solid \( \text{C}_{60} \) due to be placed on the diamond substrate has also been modelled in isolation. The resulting electronic band structure shows that the energy bands are strongly affected by inter-molecular coupling. The states in the vicinity of the bandgap exhibit significant dispersion, and the minimal HO–LU gap is now 1.36 eV, which is 77.7% of the value calculated for the isolated molecule. Correspondingly, the electron affinity increases to 3.27 eV, while the IP falls to 4.63 eV.

Modelling fullerite via the four-monolayer (properly hexagonally packed) slab system results in another decrease of the bandgap to \( E_g = 1.15 \) eV. Meanwhile, the extrema of the dispersed LU and HO energy levels correspond to \( \chi = 3.43 \) eV and \( I = 4.57 \) eV for the four-layer \( \text{C}_{60} \) slab.

Inspection of Fig. 6.4 suggests that the optimum lattice parameter that minimises the energy per \( \text{C}_{60} \) molecule in the solid is about 13.5 Å, which is 95.5% of the experimental value [413, 414]. This underestimation is probably due to two facts: (i) the relative orientation of \( \text{C}_{60} \) molecules was not investigated (the supercell contained just one \( \text{C}_{60} \) molecule, which of course repeats periodically); and (ii) the LDA does not give a particularly good description of the van-der-Waals forces responsible for the binding between \( \text{C}_{60} \) molecules in the solid. However, the present calculated value is certainly in line with the 13.6 Å obtained in another LDA-DFT study (which also used Gaussian basis sets) [421].

The electronic band structure calculated for infinite solid \( \text{C}_{60} \) held at the experimental lattice parameter of 26.76 a.u. is shown in Fig. 6.6. The form of the levels is entirely
consistent with that seen in the aforementioned theoretical study [421], and in particular the system is a direct bandgap semiconductor, with the minimal gap occurring at the X edge of the Brillouin zone. The $E_g$ calculated for the FCC solid has decreased further still to 1.08 eV, which is 61.7% of the calculated gap for isolated C$_{60}$ molecules. Since there is no vacuum region in the solid system, $\chi$ and $I$ can not be determined from the electronic levels.

These results demonstrate quite clearly that clustering of C$_{60}$ leads to an increase in its electron affinity and decreased values of the ionisation potential, although the position of the centre of the gap remains approximately unchanged. Therefore, high coverages of C$_{60}$ should increase the possibility of charge transfer from diamond. Nevertheless, since even the EA for solid fullerite remains smaller than the IP of diamond, charge transfer would not be anticipated without significant interaction between the adsorbate and substrate components.

6.4.3 C$_{60}$ on the hydrogen-terminated surface

The (001)-(2×1):H form of the hydrogenated surface was used in this study, since it is widely accepted as the most stable under normal conditions [347–349]. This results of studying this surface in detail were reported in the previous chapter (Sec. 5.4.4).

Relaxing the molecule of C$_{60}$ on this surface resulted in negligible disturbance to both the molecule and the surface; the H atoms immediately below the C$_{60}$ molecule were depressed by only 0.01 Å with respect to those H atoms furthest from the C$_{60}$ molecule. The final separation between the lowermost C atoms of the C$_{60}$ and the H atoms below was $\sim$ 1.9 Å in the c direction. The relaxed structure for this system is that shown on the right-hand side of Fig. 6.2.
The electronic band structure for C$_{60}$ on (001)-(2×1):H diamond is shown in Fig. 6.7. The lowest unoccupied level can clearly be seen to cross the highest occupied level near the Γ point. The results of Mulliken analysis confirm the expected: the lowermost empty state is the lowest unoccupied molecular orbital (LUMO) of the C$_{60}$ monolayer, and the highest occupied level is the VBM of the diamond substrate. As a result, there is no energy gap preventing electron transfer from the diamond substrate to the adsorbed layer of C$_{60}$ molecules; that is, the system exhibits semi-metallic behaviour.

Importantly, the energy levels of C$_{60}$ appear to be a few tenths of an eV lower in this combination system than in the calculations on the isolated C$_{60}$ monolayer, while the energy bands of the diamond slab have been raised from their positions in calculations on the isolated diamond substrate, by a similar amount. Therefore, this energy-level crossing appears to be due not only to the dispersion of the C$_{60}$ LUMO, but also to this shifting of the energy levels in the combined system.

This effect is suggestive of polarisation of the C$_{60}$ molecule in the presence of the C$_5^-$–H$_{3}^+$ dipole layer on the diamond surface. In fact, a similar phenomenon has been observed using photoelectron spectroscopy during the growth of C$_{60}$ on the (001) GeS surface: observations of band bending in the GeS substrate are explained by an effective dipole being induced on the C$_{60}$ molecule as it is adsorbed onto the polar GeS surface [413].

Wavefunction visualisation at the Γ point for the C$_{60}$-on-diamond system shows that the most energetic electron occupies an orbital localised on the circumference of the C$_{60}$ molecule, while the first hole has a diffuse wavefunction running through the diamond substrate. Plots of the absolute-squared wavefunction for these two states are shown in Fig. 6.8. Most importantly, the hole wavefunction is not localised onto any particular
Figure 6.8: Wavefunction visualisation for C$_{60}$ on the hydrogenated diamond surface. Isosurfaces of the absolute-squared wavefunction are shown for: (a) the highest occupied, and (b) the lowest unoccupied electronic states, as sampled at the $\Gamma$ point of the calculation (see Fig. 6.7).

region (such as the surface C–H bonds), but rather is extended throughout the bulk-like diamond, and so the hole is most likely rather mobile.

It is interesting to note that the second- and third-lowest unoccupied states offered by the C$_{60}$ are only about 0.1 eV above the diamond VBM (Fig. 6.7). However, even if all of these unoccupied states have been underestimated due to the failings of LDA-DFT, there is still a convincing case for the transfer of at least a single electron.

It should be mentioned again that the electron affinity of the bulk-like (four-monolayer) C$_{60}$ slab is higher than the EA of a single monolayer or that of an isolated molecule, hence charge transfer would appear to be more likely with greater C$_{60}$ coverage on the surface.
These predictions have been dramatically borne out in experiment. Fullerene layers have been evaporated onto the surface of plasma-hydrogenated, (001)-orientated diamond samples in ultra-high vacuum, and the surface conductivity was subsequently measured using standard techniques [422,423]. The results show a clear rise in surface conductivity with C\textsubscript{60} coverage, with a maximum occurring for a coverage between about 4 and 8 monolayers. In particular, the formation of one or more complete monolayers was required to achieve a significant surface conductivity. This is entirely consistent with the present results from theoretical modelling.

**Binding energy**

The binding energy \( E_{\text{CD}}^b \) of the C\textsubscript{60} molecule to the diamond surface in these calculations was estimated using

\[
E_{\text{CD}}^b = [E_C + E_D] - E_{\text{CD}},
\]

where \( E_C \), \( E_D \), and \( E_{\text{CD}} \) are respectively the relaxed total energies of the isolated C\textsubscript{60} monolayer, isolated diamond platform, and the combined system. The resulting value of \( E_{\text{CD}}^b = +1.50 \text{ eV} \) indicates that the combined system is bound quite significantly.

For a different approach, the binding energy was found by progressively increasing the separation of the C\textsubscript{60} monolayer and the diamond slab, and noting the effect on the total energy (without relaxation). Of course, the furthest that the C\textsubscript{60} molecule could be placed from the diamond surface is half-way between the faces of repeating diamond slabs. However, the total energy appeared to have adequately converged (i.e. flattened out with respect to C\textsubscript{60}–Di separation) before reaching this point.

By this second method, \( E_{\text{CD}}^b \) was determined to be 1.52 eV. Hence, both methods suggest that the C\textsubscript{60} monolayer is bound to the hydrogenated diamond surface by about 1.5 eV per molecule. However, this assumes that the components would separate into neutral entities, which may not be the case.

**Basis set superposition error**

These estimated binding energies may suffer from basis set superposition error (BSSE), in which case they would be overestimated. This phenomenon results from the fact that in
the combined system, atoms belonging to one binding component (say, the C\textsubscript{60} molecule) might ‘borrow’ basis functions from close-by atoms of the other component (the hydrogenated surface) in order to better model their own electronic states, in a manner beyond the real interaction of these components. Of course, this borrowing of functions is not possible in the isolated systems, and so the total energy of the combined system may be especially low, causing the binding energy to be overestimated.

This problem can be minimised by using basis sets that are as complete as possible; that is, very well converged with respect to adding more basis functions. However, this can lead to great computational expense when modelling systems as large as those in the present study, and in any case, no basis set is ever truly complete.

The BSSE is commonly mitigated somewhat by using the counterpoise correction \cite{424, 425}. Here, the basis functions of the combined system are introduced into the isolated systems through the use of ghost atoms, such as those described in the previous chapter. In the present case, one would model three systems: (i) the normal C\textsubscript{60}-on-diamond combined system; (ii) C\textsubscript{60} on top of a ‘diamond’ substrate that is made of ghost atoms; and (iii) a ‘C\textsubscript{60}’ molecule, made of ghost atoms, on top of a ‘real’ diamond substrate.

Unfortunately, the introduction of ghost atoms into the present systems leads to significant problems in obtaining self-consistent charge densities, and the correction to the binding energy is generally not worth the additional computational effort required. Therefore, the calculated 1.5 eV binding energy of the C\textsubscript{60} molecule to the hydrogenated diamond surface should perhaps be considered as simply an upper limit to the correct value.

6.4.4 \textit{C}\textsubscript{60}F\textsubscript{36} on the hydrogen-terminated surface

For the investigation of potential transfer doping using the fluorinated molecule, a low-energy structure of C\textsubscript{60}F\textsubscript{36} derived from Hartree-Fock calculations \cite{426} was obtained. The isolated C\textsubscript{60}F\textsubscript{36} molecule has been modelled in the present work in a similar way to that of C\textsubscript{60}, and the calculated energy gap $E_g = 3.65$ eV, while the electron affinity $\chi = 4.94$ eV, and the IP is 8.60 eV. As expected, the electron affinity of the fluorinated molecule greatly exceeds that of molecular and even solid C\textsubscript{60}.

In the relaxed structure for the combined C\textsubscript{60}F\textsubscript{36} and 8-monolayer diamond slab (shown
in Fig. 6.9(a)), the minimal separation between the surface hydrogen atoms on the diamond and the fluorine atoms on the molecule is 1.76 Å. Therefore, as was seen with the C$_{60}$–Di system, the C$_{60}$F$_{36}$ molecule does not significantly disturb the hydrogenated diamond surface, and the molecule is only physisorbed to the substrate.

Electronically, the unoccupied states due to the adsorbate lie above the top of the diamond valence band throughout $k$-space, and show no noticeable dispersion. However, the energy gap at the $\Gamma$ point is a negligible 0.03 eV (see Fig. 6.9(b)), hence electron transfer is expected in practice at room temperature, even for very low coverages of C$_{60}$F$_{36}$.

This finding is peculiar, since the electron affinity found for the isolated C$_{60}$F$_{36}$ molecule (4.94 eV) was much greater than the ionisation potential calculated for the (14-layer) hydrogen-terminated diamond substrate (3.97 eV), and so spontaneous electron transfer was expected. This discrepancy is may be due to the failings of using a thin slab for the diamond substrate in this particular combined system.

Nevertheless, this acceptor level 0.03 eV above the VBT represents an improvement in $p$-type doping of over an order of magnitude, when compared against the 0.37 eV acceptor level of substitutional boron defects in the bulk.
6.4.5 The C$_{60}$F$_{48}$ molecule

Subsequent to modelling C$_{60}$F$_{36}$ on diamond, the more-highly fluorinated C$_{60}$F$_{48}$ molecule has been modelled in isolation. The relaxed structure and its electronic band structure are shown in Fig. 6.10. Its calculated electron affinity of 5.63 eV is indeed greater than that found for isolated C$_{60}$F$_{36}$, which suggests that it could be a more efficient transfer dopant for diamond. However, this molecule has not been modelled adjacent to a diamond substrate, since such a system would at present represent a formidable challenge in terms of computational expense.

The suggestions that C$_{60}$F$_{36}$ could extract electrons from diamond at very low coverages, and that C$_{60}$F$_{48}$ could represent an even more efficient acceptor have also been confirmed in recent experiments, in which C$_{60}$F$_{48}$ was used as a transfer dopant for hydrogen-terminated diamond [423]. The surface conductivity induced by C$_{60}$F$_{48}$ was measured to be much greater than that caused by C$_{60}$ adsorption, for all similar coverages. In particular, the surface conductivity produced by 0.1 monolayers of adsorbate coverage was eight orders of magnitude greater when using C$_{60}$F$_{48}$ rather than plain C$_{60}$ [423].

The calculated electronic properties for the various fullerenes in different local environments are summarised in Table 6.1.
Table 6.1: Summary of calculated electronic values (in eV) for the fullerenes, with symbols defined as follows. $\chi$: electron affinity; $I$: ionisation potential; $E_g$: minimal energy gap between lowest unoccupied and highest occupied electrical levels.

<table>
<thead>
<tr>
<th>System</th>
<th>$\chi$</th>
<th>$I$</th>
<th>$E_g$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{60}$ (isolated molecule)</td>
<td>3.09</td>
<td>4.84</td>
<td>1.75</td>
</tr>
<tr>
<td>$C_{60}$ (quasi-hexagonal monolayer)</td>
<td>3.27</td>
<td>4.63</td>
<td>1.36</td>
</tr>
<tr>
<td>$C_{60}$ (four-layer fullerite slab)</td>
<td>3.43</td>
<td>4.57</td>
<td>1.15</td>
</tr>
<tr>
<td>$C_{60}$ (infinite FCC solid)</td>
<td>–</td>
<td>–</td>
<td>1.08</td>
</tr>
<tr>
<td>$C_{60}F_{36}$ (isolated molecule)</td>
<td>4.94</td>
<td>8.60</td>
<td>3.65</td>
</tr>
<tr>
<td>$C_{60}F_{48}$ (isolated molecule)</td>
<td>5.63</td>
<td>8.94</td>
<td>3.31</td>
</tr>
</tbody>
</table>

### 6.4.6 $C_{60}$ on the hydroxylated surface

The form of the –OH-terminated surface chosen was the (001)-(2×1):OH ‘parallel’ configuration, in which –OH groups replace the –H termination on the dimerised (001) diamond surface, as described in the previous chapter.

Recall that the earlier calculations (Sec. 5.4.8) found an ‘anti-parallel’ arrangement of the surface O–H groups to be lower in energy than this ‘parallel’ configuration; however, it is only the ‘parallel’ surface that tessellates correctly under the quasi-hexagonal supercell scheme used to study $C_{60}$ on the surface. Repeating the ‘anti-parallel’ surface with the quasi-hexagonal lattice vectors results in –OH groups that oppose each other at the interfaces of repeating supercells, which causes problems with the atomic relaxation. Nevertheless, these two forms of hydroxylated surface have nearly identical electronic band structures, and so this choice is not expected to have any significant consequences. Furthermore, hydroxylated surfaces in practice are likely to have a mixture of these two and other possible forms of –OH-group orientation (see Sec. 5.4.9 for instance).

As with the H-terminated substrate, the $C_{60}$ molecule perturbed the structure of the underlying –OH-surface only very slightly. The H atoms underneath the molecule were pushed downward by 0.11 Å with respect to those furthest from the molecule, while the O atoms nearest the molecule were displaced downward by only 0.08 Å with respect to those furthest away. The $c$-separation between the lowermost atoms of the $C_{60}$ and the closest H atoms on the diamond surface is 1.8 Å in the relaxed structure, which can be seen in Fig. 6.11.
The –OH-terminated diamond surface could be considered as quite chemically reactive, since the strong \(-\text{O}^\delta-\text{H}^\delta^+\) dipoles are exposed to chemical attack. Nevertheless, no chemical interaction with \(\text{C}_6\text{O}\) has been seen in the present calculations.

The \(\text{C}_6\text{O}\) molecule was originally placed so that the minimum \(c\)-separation (as defined previously) was 1.5 Å, and during the structural optimisation, the molecule was quickly repelled to the aforementioned 1.8 Å. However, it of course remains a possibility that a chemical reaction could be observed if the molecule were to be initially placed much closer to the substrate, say to within a typical C–H bond length of 1.1 Å.

The plane-averaged electrostatic potential for this system is shown in Fig. 6.12, where it is compared against that found for bulk diamond with the same spatial orientation. The presence of the \(\text{C}_6\text{O}\) molecule is immediately obvious, although it is clear that the middle layers of the diamond slab remain in an almost-perfectly bulk-like environment.

It initially proved quite difficult to find a well-converged charge density for this system. This can be seen in Fig. 6.13, which plots energy changes during the self-consistency cycles involved in the first few iterations of structural optimisation. The first cycle was very slow to converge, with large energy differences between the input and output charge densities. However, the convergence in the subsequent cycles was much faster, and the final charge density is not thought to be in error. To improve self-consistency in this system, a filling of \(k_B T = 0.04\) eV was used for the electronic energy levels in preliminary calculations, while the ‘normal’ value of 0.01 eV was used for the final runs.
Furthermore, the first few iterations of structural optimisation were performed using Γ-point sampling of the BZ and a contracted basis set for the electronic orbitals of bulk-like C atoms.

The electronic band structure for C$_{60}$ on the (001)-(2×1):OH surface is shown in Fig. 6.14. The lowest unoccupied states are due to the C$_{60}$ monolayer, and begin about 0.8 eV above the VBM for bulk diamond. The bulk-diamond-like states in the combined system have been depressed by about 0.2 eV — which is similar to that seen in calculations on the hydroxylated surface alone (Sec. 5.4.8) — and so they are separated from the unoccupied C$_{60}$ states by 1.0 eV. Therefore, the gap to electron transfer in this system appears to be around or just less than 1 eV.
This gap suggests that $\text{C}_{60}\text{F}_{36}$ (or a more-highly fluorinated fullerene such as $\text{C}_{60}\text{F}_{48}$) may have an EA high enough to render it capable of extracting electrons from a hydroxylated diamond surface. However, such a system has not been explicitly modelled in this work.

### 6.4.7 $\text{C}_{60}$ on the oxygenated surface

The ‘ether’ form of the oxygenated (001) diamond surface has been used in this study, since it is more stable than the alternative ‘ketone’ configuration, as detailed in the previous chapter. In the combined system containing $\text{C}_{60}$ adsorbed on this oxygenated surface, the molecule caused only a very small disturbance to the substrate, as with the other two systems. The (two) oxygen atoms immediately below the molecule were depressed by only 0.06 Å with respect to those furthest from the $\text{C}_{60}$. In the relaxed geometry (shown in Fig. 6.15), the $c$-separation between the underside of the $\text{C}_{60}$ and the O atoms below was $\sim 2.2$ Å.

The electronic band structure for $\text{C}_{60}$ on (001)-(1×1):O is shown in Fig. 6.16. Careful wavefunction analysis was required to reveal the origin of the various states, and the results are as follows.

The diamond valence-band states in this combined system were identified and have been perturbed to lie slightly below the VBM of perfect bulk diamond; the latter being set as the zero of the energy scale. Extending up to $\sim 1$ eV above the bulk VBM are occupied states that are due to the oxygen termination of the surface in the slab system. These states were of course also seen in simulations of the surface without the $\text{C}_{60}$ layer present (Sec. 5.4.7). Between about 1–1.5 eV above the VBM, a band of occupied $\text{C}_{60}$ states appears, exhibiting some dispersion and a degree of mixing with the oxygen-related surface states. Around 2.5 eV above the VBM lies the uppermost occupied band of states related to the $\text{C}_{60}$ monolayer.
The first *unoccupied* states begin about 2.8 eV above the diamond VBM, and are again surface states due to the –O– termination. Just above 4 eV from the VBM, the lowest unoccupied \( \text{C}_{60} \) states appear, mixed in with some of the aforementioned surface states. Immediately above this empty band of \( \text{C}_{60} \) states, the bulk diamond conduction band begins; recall however that the bulk diamond bandgap is underestimated at this level of theory, being \( \sim 4.2 \) eV rather than the experimental 5.5 eV (Sec. 4.2.2).

Most importantly, the minimum of the \( \text{C}_{60} \) LUMO lies \( \sim 4 \) eV above the diamond valence band maximum, at the \( \Gamma \) point of the calculation; therefore, this is the energy gap for electron transfer and the formation of a mobile hole in the diamond. If the \( \text{C}_{60} \) excited states are in error due to the method, this gap is most likely to be slightly larger. These results are also consistent with the aforementioned experimental studies, in which no increase in surface conductivity was observed when \( \text{C}_{60} \) was evaporated onto oxygen-terminated diamond samples [422, 423].

It is also interesting to note that the lowest unoccupied states in the system are those of the oxygenated diamond surface, while the highest occupied states are due to the \( \text{C}_{60} \), and that the minimum separation between these is just 0.2 eV. This raises the possibility of \( \text{C}_{60} \)-to-diamond electron transfer at high temperatures. However, an electron so transferred to the diamond would most likely be localised on the C–O–C termination, hence this ‘opposite’ transfer-doping effect should not give rise to useful \( n \)-type doping of the diamond. This would be especially true if there were disorder in the oxygen termination, involving for example the presence of both C–O–C and C=O groups. Once in this surface state, the electron would have to jump a further gap of
~ 1.5 eV to occupy a bulk-diamond conduction-band state. Nevertheless, the charging of the C\textsubscript{60} and the surface due to such an electron transfer would help in binding the molecule to the substrate, and raises further questions about a chemical interaction in this system.
6.5 Chapter summary

To summarise, results have been presented regarding the modelling of: molecular and solid $C_{60}$; a near-monolayer of $C_{60}$ covering the hydrogenated, hydroxylated, and hydrogenated (001) diamond surfaces; molecular $C_{60}F_{36}$ and $C_{60}F_{48}$; and $C_{60}F_{36}$ molecules on the hydrogenated (001) diamond surface.

Dispersion of the electronic levels in $C_{60}$ as it undergoes a molecule-to-solid transition increases the material’s electron affinity, and hence the potential for transfer doping. Clear evidence for spontaneous diamond-to-$C_{60}$ electron transfer is seen for around one monolayer of $C_{60}$ coverage, although the underestimation of the energy gap inherent in the model suggests that such a transfer will occur in practice for greater coverages. Experimentally, appreciable surface conductivity was obtained for a $C_{60}$ coverage of around two monolayers or more [422].

The electron affinity of $C_{60}F_{36}$ is greater than that of $C_{60}$, and an electron transfer is predicted for $C_{60}F_{36}$ on the diamond surface, even for individual molecules. Individual molecules of $C_{60}F_n$ with $n > 36$ (such as $C_{60}F_{48}$) are likely to spontaneously extract electrons from diamond. Again, this finding was later supported by experiments [423].

With an –OH-terminated diamond substrate, the $C_{60}$ LUMO and the diamond VBM are separated by just under 1 eV, rendering transfer doping with $C_{60}$ unlikely under normal conditions. However, transfer doping may be possible on this surface with the use of a heavily fluorinated fullerene. The fully oxygenated surface effectively forbids electron transfer, since there is a large energy gap of $\sim 4$ eV between the $C_{60}$ LUMO and the diamond VBM. Interestingly, the gap to a reverse electron transfer may be quite small.

In every case, no chemical interaction is expected between $C_{60}$ and the substrate, although calculation of the reaction barriers lies beyond the scope of the present study.

The results presented in this chapter have potential implications for the creation of surface-conductive channels through patterning the diamond surface with hydrogen- and oxygen-terminated regions.
Chapter 7

Concluding remarks

The purpose of this thesis has been to report the results of using density-functional-theory calculations to determine the structural and electronic properties of: potential shallow-donor defects in bulk diamond; hydrogen and oxygen on diamond surfaces; and large, fullerene-based transfer-dopant molecules adsorbed on diamond substrates.

7.1 Summary

7.1.1 Bulk doping

First, the AIMpro theoretical method has been shown to accurately reproduce the basic, observed properties of the structure and electronics of bulk diamond, which is essential before calculations on point defects can be performed. The marker method, employed to determine the donor levels of impurity defects, was shown to reproduce the well-known donor level of the common nitrogen substitutional with remarkable accuracy.

In the search for a donor defect with an activation energy less than that of the phosphorus impurity currently used in practice, the pnictogens, chalcogens, and their hydrogen complexes have been modelled as substitutional defects in diamond. The results show the anticipated size effect, in that larger impurities have donor electrons that are more loosely bound. However, the calculations suggest that only arsenic and antimony possess donor levels that are unambiguously shallower than that of phosphorus. As expected, the
chalcogen-hydrogen complexes are found to be shallower donors than the bare chalco-
gen impurities, although even the most shallow complex obtained (tellurium-hydrogen) has a donor level only comparable with that of the bare phosphorus substitutional.

Unfortunately, the difficulty in incorporating impurities into the tight lattice of diamond is most likely to increase with the increasing size of the atom. Furthermore, large impu-
rities are likely to complex with vacancies, and for instance the arsenic-vacancy complex has been shown to have an extremely deep donor level. Nevertheless, such dire pre-
dictions were also made for the phosphorus impurity, yet it is enjoying much success as an uncompensated donor in practice. It is worth noting that the growth procedure by which phosphorus is incorporated is a non-equilibrium process, and is poorly under-
stood at present. Perhaps arsenic could be introduced into diamond via a similar growth mechanism, without complexing with vacancies, and proceed to exhibit shallow-donor behaviour.

In order to investigate the apparent shallow-donor activity arising in experiment for some deuterated, boron-doped diamond samples, several complexes of boron with mul-
tiple atoms of hydrogen were modelled. Unfortunately, none of the boron-hydrogen com-
plexes studied were found to act as shallow donors, and neither did any of the complexes of boron with native defects. In addition, the most likely candidate defect for explaining the experimental behaviour (the $\text{B–H}_2$ complex) was shown to have a structural stability inconsistent with the results of annealing experiments. Even in the light of other theo-
retical investigations, the experimental observations are still lacking a reliable theoretical explanation.

The final investigation with regard to bulk donors concerned the examination of the ex-
otic $\text{N–Si}_4$ defect, suggested in other theoretical work as a potential shallow donor. The present results of \texttt{AIMpro} modelling do not support the conclusion that this centre is a shallow donor; rather they suggest that it should behave similarly to the bare phospho-
rus impurity. Furthermore, despite the finding that this defect is strongly bound, the relatively complicated atomic arrangement is likely to render its formation in practice extremely unlikely.
7.1.2 Diamond surfaces

An understanding of the nature of a material’s surface is important in the manufacture of many practical devices. The common (001) surface of diamond was studied in this investigation, initially to gain an understanding of its electronic properties for later application to the transfer-doping problem. However, the study was extended to include the other low-index diamond surfaces, and to investigate the effect that oxygen has on the hydrogenated diamond surface.

The models that were used were shown to accurately represent bulk diamond beneath the surface, and so the effects of changing the surface termination and orientation were independently investigated. In particular, the structures of the clean and hydrogenated surfaces were presented in enough detail to facilitate comparison with experimental measurements such as those obtained using electron or X-ray diffraction techniques.

The hydrogen-terminated surfaces were confirmed to exhibit the negative electron affinities found in other theoretical work and observed in experiment. However, this and other theoretical works calculate a much larger negative electron affinity than that measured on real samples. This may be explained somewhat by the considerable difficulty in obtaining atomically flat surfaces without contamination in practice. Meanwhile, complete oxygen termination of the diamond surfaces was shown to reproduce the large positive electron affinities found in other work, while a detailed examination of the atomic geometry was also given.

Hydrogen termination introduces unoccupied electronic states into the upper half of the surface bandgap. A method for correcting the underestimation in energy of such states was presented, and the results of applying it indicate that these surface states will lie close to the vacuum level in energy. These states may act as traps for conduction-band electrons that would otherwise escape from the diamond, in which case band bending could occur, having implications for electron emission applications.

The hydroxylated diamond surface was studied in some detail, and is found to be rather stable. However, an overestimate in the strength of hydrogen bonding on this surface might weaken this claim to some degree. This surface termination is shown to largely remove surface-related states from the bandgap and give a small negative electron affinity.
CHAPTER 7. CONCLUDING REMARKS

7.1.3 Transfer doping

Following on from a suggestion given in previous theoretical work, C\textsubscript{60} adsorbed on the diamond surface was modelled with a view to solving the problem of finding a stable transfer dopant for diamond. A near-monolayer of C\textsubscript{60} was modelled on the hydrogenated, hydroxylated, and oxygenated (001) diamond surfaces, and the electronic levels in each of these systems were carefully examined.

C\textsubscript{60} was found to spontaneously extract an electron from the hydrogen-terminated surface, as was seen in the earlier study. However, the finding of the previous work may be due to the limitations of using the cluster formalism, whereas in the present, supercell calculations, the formation of a closely packed monolayer of C\textsubscript{60} is shown to be essential in order to induce the electron transfer. The effect is found to rely on both the dispersion of the electronic levels in C\textsubscript{60} as it undergoes a molecule-to-solid transition, and the shifting of the energy levels as the monolayer of solid C\textsubscript{60} interacts with the diamond surface. These findings were later supported by experiments in which several monolayers of C\textsubscript{60} coverage were required to achieve electron transfer and create significant p-type surface conductivity on the diamond.

No electron transfer was found for C\textsubscript{60} on the hydroxylated surface, although the energy gap to such a transfer is small enough that adsorbate materials with greater electron affinities might be capable of transfer doping a diamond sample having this surface termination. No chemical interaction of C\textsubscript{60} was seen with this, or indeed the other surface terminations.

On the oxygenated diamond surface, the energy gap to electron transfer is sufficiently large to effectively render it impossible when using C\textsubscript{60} as the adsorbate. However, it is interesting to note that an electron transfer from C\textsubscript{60} to the unoccupied, oxygen-related states on this surface may be a possibility.

Since fluorination of fullerenes is known to increase their electron affinities, and hence their potential for extracting electrons from diamond, molecules of C\textsubscript{60}F\textsubscript{36} and C\textsubscript{60}F\textsubscript{48} were also studied. Modelling C\textsubscript{60}F\textsubscript{36} on the hydrogen-terminated diamond substrate suggested that electron transfer could be achieved by individual molecules without having to form monolayer coverages, while the electronic properties of gas-phase C\textsubscript{60}F\textsubscript{48}
allude to it being even more efficient as a transfer dopant for diamond. These predictions were also subsequently supported by experiments in which molecular $C_{60}F_{48}$ was observed to induce high surface conductivity on diamond.

A further prediction is that $C_{60}F_{48}$ might be capable of extracting electrons from a hydrogenated diamond surface that has been contaminated with oxygen so as to contain –OH terminating groups.

### 7.2 Outlook

“I know, for I told me so, and I’m sure each of you quite agrees:
The more it stays the same, the less it changes.”

— Spinal Tap, ‘The Majesty of Rock’

Hopefully, it is clear that studies such as this provoke at least as many new questions as they provide answers for. Regarding the search for a shallow donor in bulk diamond, it remains to be seen whether or not arsenic can be grown into diamond and lead to useful electrical activity. The gradual success of incorporating phosphorus into diamond should provide suitable encouragement, and the author knows of at least one research group that are currently looking into doping diamond with arsenic. Meanwhile, more work on the controversial sulphur-hydrogen complex would certainly be welcomed.

Clearly, many more studies — both theoretical and experimental — need to be undertaken with regard to the supposed $n$-type activity in deuterated, boron-doped diamond samples. While other laboratories purportedly confirm the shallow-donor activity of certain samples, it appears that the reproducibility needs improving. Meanwhile, theoretical investigations could be extended to look at a wider range of boron- and hydrogen-related defects in the search for a complex that fits the experimental observations.

The engineering of high $p$-type surface conductivity on diamond via transfer doping with fullerenes is an exciting area of research. Recent reports submit that the stability of the fluorinated fullerenes on the diamond surface is a matter of concern, since the molecules evaporate off rather easily. However, the binding energy of $C_{60}F_{36}$ to the diamond substrate was not explicitly calculated in this investigation.
Furthermore, unpublished observations show the stability of the plain C\textsubscript{60} monolayers on diamond to increase with time. It has been suggested that this effect is due to atmospheric oxygen, activated by the ultraviolet component of sunlight, helping to bind the C\textsubscript{60} molecules together by covalently bridging between them. This premise could quite easily be investigated using the current theoretical method, which would help to converge the search for a stable transfer dopant for diamond.

It should be mentioned that there are many other possible transfer dopants, including organic molecules, which may exhibit interesting fluorescent properties. Certainly, the complexity of such molecules presents an interesting challenge to the theoretical modelling of their interaction with diamond.

Further work could also include the modelling of carbon nanotubes \cite{427} on diamond substrates, to get an insight into how to exploit the remarkable properties of both the substrate and adsorbate in such an interface. Very recently, first-principles calculations have been used to model carbon nanotubes adsorbed on clean and hydrogen-terminated silicon substrates \cite{428,429,429}. The periodicity of nanotubes can easily be exploited in supercell calculations to yield manageable systems.

When the apparently never-ending improvements in computational power are combined with research into more efficient algorithms in the field of computer science, many more problems in atomic-scale computational physics become tractable. While this means that standard calculations can be performed much faster, and so a wider number of configurations for one defect can be studied in the same time period, it also means that larger, more complex systems can be treated at higher levels of theory. These advantages will permit the \textit{ab initio} study of systems with increasing complexity, and eventually those with truly fascinating properties.
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